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Preface

The Fourth International Conference on Computing and Network Communications
(CoCoNet’20) provided a forum for sharing original research outcomes and practical
development experiences among experts in the emerging areas of computing and
communications. The conference was organized by Vellore Institute of Technology
(VIT), Chennai, India. Due to the recent pandemic situation, the conference was
conducted as a virtual event during October 14–17, 2020.

The material was presented in a program that consisted of keynote talks, technical
sessions, lightning talks, tutorials, symposiums, parallel sessions, workshops and hot
off the press. CoCoNet’20 convened a well-tailored and handpicked collection of
eminent speakers from renowned universities and industries in and outside India.
The array of speakers included Dr. Ian T. Foster, Dr. Arumugam Nallanathan, Dr.
Mohammed Atiquzzaman, Dr. Vipin Chaudhary, Dr. Dilip Krishnaswamy and Dr.
Ljiljana Trajkovic. The conference received 181 submissions this year, out of which
98 papers (58 regular papers and 40 short papers) had been accepted. The papers were
subjected to a rigorous review process that examined the significance, novelty and
technical quality of the submission. The papers were presented in different sessions,
namely the best paper sessions, regular paper sessions and short paper sessions.

The proceedings of the conference is organized into two volumes. This volume is
comprised of 51 papers, and the topical sections include Communications, Control
and Signal Processing, Data Analytics and Networked Systems and Security.

The success of the conference depends ultimately on the numerous people who
have worked with us to plan and organize both the technical program and local
arrangements. In particular, the wise advice and brilliant ideas of the program chairs,
workshop and symposium chairs and industry track chairs in the organization of the
technical program are gratefully appreciated. We would like to extend our heartfelt
gratitude to the organizing committee and advisory committee members.

The accomplishment of the motives of the conference is powered by the tire-
less efforts of many individuals. We would like to express our sincere gratitude
to the TPC chairs, TPC members and additional reviewers who shared their tech-
nical expertise and assisted us in reviewing all the submitted papers. We would like
to thank the general chairs, organizing committee members, steering committee,
keynote speakers, session chairs and the conference attendees. We are thankful to

ix



x Preface

all the authors for choosing this conference as a venue for presenting their research
works. We express our wholehearted appreciation to the contributions of all those
who apportioned their valuable time for the success of CoCoNet’20.

We are grateful to Vellore Institute of Technology (VIT), Chennai, for organizing
the conference. Recognition should go to the local organizing committee members
who all have worked extremely hard for the details of important aspects of the
conference programs. We appreciate the contributions of all the faculty and staff of
VIT and the student volunteers who have selflessly contributed their time to make
this virtual conference successful. We would like to express our gratitude to Senior
Editor of Springer Nature, Aninda Bose, for his help and cooperation.

We sincerely hope that CoCoNet’20 turned out to be a forum for excellent discus-
sions that enabled new ideas to come about, promoting collaborative research. We
are confident that the proceedings will serve as a momentous source of research
references and knowledge, which will lead not only to the scientific and engineering
findings but also to the development of new products and technologies.

Trivandrum, India
Gliwice, Poland
Norman, USA
Buffalo\Cleveland, USA
Taichung, Taiwan
October 2020

Sabu M. Thampi
Erol Gelenbe

Mohammed Atiquzzaman
Vipin Chaudhary
Kuan-Ching Li
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Cost-Effective Device for Autonomous
Monitoring of the Vitals for COVID-19
Asymptomatic Patients in Home
Isolation Treatment

V. Ashwin, Athul Menon, A. M. Devagopal, P. A. Nived, Athira Gopinath,
G. Gayathri, and N. B. Sai Shibu

Abstract As the number of COVID-19 cases keeps growing exponentially in the
world, the use of the combination ofwearable technology and IoT technologies opens
up a wide variety of possibilities. An IoT-enabled healthcare device is useful for
proper monitoring of COVID-19 patients to increase safety and reduce spreading.
The healthcare device is connected to a large cloud network to obtain desirable
solutions for predicting diseases at an early stage. This paper presents the design of a
healthcare system thatmakes use of these technologies in a cost-effective and intuitive
way which highlights the application of these technologies in the battle against the
pandemic. The wearable can give real-time analysis reports of body vitals so that
necessary precautions can be taken in case of infection. The wearable is designed in
such a way that it can be used as a precautionary measure for people who are not
infected with the virus and as a monitoring device for affected patients during the
curse of their treatment. This low-cost design can not only be used to prevent the
community spread of the virus but also for the early prediction of the disease.

Keywords CoVID-19 · IoT · Photoplethysmography · Sensors · Cloud

1 Introduction

Nations across the world are putting in all possible resources to deploy cutting-
edge technologies [1] to mitigate the effects of the ongoing COVID-19 pandemic by
identifying citizens at risk to prevent further spreading. In this scenario, wearable
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technology and IoT can play a vital role as they can possibly help track the spread
of the virus from person to person, identify high-risk zones, predict clusters and
mortality rate and control the spreading in real-time as it enables devices to be
connected over a network in the hospital and strategic location to enhance the fight
against this pandemic.

The interrelationship between factors like heartbeat and illness has always been
high in the medical field. Other factors like body temperature can also be strongly
correlated with illness. But there are certain factors which are very hard to express as
a value so that it can be used for computational purposes in the medical field. There
are many challenges in using the heartbeat values to predict a particular outcome as
there as many other factors that can also result in an undesirable heart rate value. So,
a major challenge we face is to moderate the result we predict from the recorded data
considering the other external and internal factors that can result in abnormalities in
the output. But even in the presence of all these problems using these methods can
help in the fight against the pandemic in a great amount. This combination of various
technologies also reduces the need for physical human interaction, thus enabling the
quicker recovery of infected patients and prevents the further spread of the disease.
When coupled together with other concepts such as machine learning, this can also
help predict and gain further insight in this battle. The existing systems of remote
monitoring of COVID-19 patients do not include the cloud computing or big data
machine learning features. The large amount of data collected from the people can
be used to train highly accurate machine learning algorithms to predict the body stats
of an infected person for the upcoming week. Therefore, more focus is to be given
to interpret the data received from the patients and to train relevant models in the
future.

In this paper, we propose a system to alert patients and caretakers in the case of
risk through amobile applicationwhich receives data frommicroprocessor connected
through WIFI. The microprocessor which resides in the wearable acquires this data
through a variety of sensors such as temperature, GPS and heartbeat sensors.

The paper is organised as follows. Section2 briefly describes the state of the
art and other similar works performed at various institutions. Section3 explains the
process in data collection and processing and about implementation, and the results
of each models are discussed. The paper is concluded in Sect. 4.

2 Related Work

Castaneda et al. [2] discussed the photo plethysmography method for heart moni-
toring purposes. The paper discussed about various types of PPG-based devices like
wristband type, forehead type and ear type devices. The paper focused on the advan-
tage of these devices over the traditional ECG-based devices which includes low
cost, high portability and its general convenience. On the other hand, disadvantage
of PPG includes the difficulty of obtaining high quality sensor signals due to factors
like body movements. The paper highlights many researches that tackle these prob-
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lems using accelerometer data. Overall the paper represented PPG as an efficient
technology in the healthcare field.

Takashi andAkira [3, 4] discussed the importance of monitoring core temperature
that can detect risk of heart stroke. Traditionally, core temperatures are measured as
rectal or tympanic temperature, which is not practical for constant monitoring. The
authors proposed a method to estimate core temperature using wearable sensors.
Using a number of sensors skin temperature, ambient temperatures and metabolic
heat production are measured. After obtaining these values using a set of equations,
the change of core and skin temperature is simulated. In the paper, the method is
implemented to monitor the core temperatures for different people during 60min
exercise session. Different parameters that vary from one person to another were
adjusted to get the best results. Overall using the optimal parameters, the core tem-
perature was calculated with an average error of 0.07◦ in one hour.

Sim et al. [5] proposed a wrist type wearable device that can monitor the skin
temperatures in three different parts of the wrist, i.e. radial artery, ulnar artery and
upper wrist. The device was implemented tomonitor the thermal comfort of the users
that can improve the efficiency of users in carrying out daily activities. The device
uses a tympanic temperature sensor, skin temperature sensor and an ECG sensor.
During the experiment, over 100,000 skin temperatures were measured. Multiple
linear regression analysis was used to calculate thermal sensation. The wrist-based
device implemented was found to be more effective in measuring than the fingertip-
based devices. The paper highlights the importance of such a device that canmeasure
thermal sensation for keeping ourselves comfortable all day, which can boost the
quality of life.

A similar research performed by Patrik and Braid [6] proposed a model for better
estimation of core body temperature. The study conducted was aimed to define the
validity of a multi-parameter model for predicting the rectal temperatures during
different environmental conditions and to compare different models for measuring
heat flux and insulated skin temperature at different body positions. In the paper,
a model was implemented that only took two inputs which included heart rate and
insulated skin temperature, whereas previous studies used models that took more
input. The proposed model that takes two inputs provided similar results compared
to the previously developed model that takes 18 inputs. The core body temperature
was estimated with minimum error. The research showed that the minimum input
model was not a good option for the estimation of the heat flux and insulated skin
temperatures. The paper concluded that using values of insulated skin temperature
and heart rate sensor core body temperatures can be calculated with comparable
accuracy.

The relevance of IoT and its applications in times of a pandemic are being explored
in the paper [1] done by Chamola and Hassi. The paper evaluated the applications
of various technologies to help reduce the impact of COVID-19 on the society and
improve the recovery process. The paper discusses in detail about the Coronavirus
and its impact on different sectors of society. The paper discusses technologies which
include IoT devices that collect, analyse and transmit health data efficiently; smart
thermometers that monitor the user’s data and transfer them to help generate daily
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maps showing regions witnessing high fevers, currently a million such thermome-
ters are being used in the US; telemedicine, that allows doctors to diagnose and
treat patients without any physical interactions, currently such technology has been
utilised by the Andhra Pradesh and Assam government in India; drones are also
used in different countries around the world for various purposes like crowd surveil-
lance, public announcement, spraying disinfectants; wearable devices such as Apple
watches and Fitbits are used to monitor people’s personal health, and newer tech-
nologies are also being developed for monitoring COVID-19 patients; various appli-
cations are being developed that uses blockchain technology to report, track and
monitor COVID-19 patients at times of lockdown, to reduce the risk of physical
contact with others; there are also numerous applications that uses AI technology
for disease surveillance, risk prediction, medical diagnosis and screening, etc.; 5G
technology is used in countries like China for medical imaging, thermal imaging,
etc. In conclusion, paper highlights the importance and efficiency of these newer
technologies that are currently being used around the world to fight the Coronavirus
and help people in need.

The authors, Eknanth and Rahul [7], had built a system that provides a digital
healthcare assistance to patients. They have considered parameters like blood pres-
sure, glucose level in blood and ECG. The data is processed and is sent from the
user’s smartphone to doctor’s smartphone from where they can suggest solutions.
This entire system is built on Consensus Abnormality Motif (CAM). This CAM is
actually a measure in the deviation of the patient’s value for the parameter with the
normal value of the parameters. In their architecture, they had made use of many
sensors that is attached to a patient, and accordingly, value from each sensor is com-
pared with the reference to the normal value that is already set in the sensor. This they
have visualised as a matrix in which columns of the matrix correspond to the time
dependent value from the sensor and row represents value from the same sensors
during the same time period. The matrix so obtained is passed to a multiplexer to
generate a multi-sensor matrix (MSM) in which values are arranged in a sequence,
while taking care of the order of the sensors. The output from the MUX is sent to
a Physician Assist Filter (PAF) that will help in CAM discovery and analysis. This
engine has three functions that are the preprocessing stage, discovery and alerting
engine. In the preprocessing part, each column of the MSM is checked to find out
the weighted frequency and is used to get the severity profile matrix (SPM). In the
discovery stage, the PAF-CAM engine calculates the severity level of the data from
sensor over a period of time. The CAM reduces the deviation in the sensor signals.
This makes it a more reliable summarisation technique as far as accuracy is con-
cerned. The last module is the alerting engine that calculates the sensor severity
values (SSV). It basically represents the severity range of a certain sensor data over
a span of time. They had also made use of an alert measure index (AMI), here an
average score is measured from all the sensors, and using that value, severity of the
patient is calculated. Based on the value obtained using the AMI, the alert engine
will alert the doctor if it is greater than the threshold value.

Manisha et al. [8] implemented a system to continuouslymonitor health conditions
of the patient without affecting their daily lives. The system uses several sensors
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attached to the body for obtaining data such as blood pressure and glucose levels.
The data is then transferred to a processing, analytics and storage unit. If any issue
with themeasured data is detected, its severity is determined.Accordingly, the system
either notifies the patient about the problem or inform nearby health service provider
if patient is in critical condition. The severity of the condition is determined by
setting a threshold by taking in account the patient’s medical history, doctor’s input
and some machine learning models. If the sensor data crosses this threshold value,
the patient might require immediate medical attention.

Rangan, Ekanath and Pathinarupothi, Rahul conducted a research [9] that dis-
cussed the implementation of cost-effective system that monitors the health condi-
tions of patients who are critically ill. The system uses multiple body sensor to mea-
sure blood pressure, oxygen intake, ECG, etc. The Physician Assist Filter enables
the analysis of these measured data. The PAFs discovers the most abnormal pattern
sequence also known as Cofonsensus Abnormal Motifs. The main aim of the imple-
mented algorithm is to detect CAM accurately. The CAM, in readable format, can
give all the details about the patient’s health. Such a data can be very helpful diag-
nostic for the physician treating the patient. Such a system has achieved acceptance
by the doctors in the field and has been deployed on a large scale for improving the
health conditions of people in need.

The research conducted by Char and Magnus [10] discusses the implementation
of remote stress detector. Machine learning model is used to determine the persons
medical condition from the measured data, and IoT is used for communication. Med-
ical studies have studied the correlation between stress and diseases such as cancer,
heart diseases and other terminally illness. The proposed model determines the stress
by monitoring the variation in heart rate. Each device is calibrated for each user for
getting reliable values. Once the sensor values are obtained, different algorithms like
logistic regression, support vector machine models were used for classification. The
results showed that the SVM model was more accurate than the other models in
predicting the stress. The paper concludes by highlighting the importance of such a
model in the healthcare field.

3 Proposed System Architecture for the Vital Monitoring
Device

As explained in [11–14], the heartbeat sensor considered in this paper also works on
the principle of photo plethysmography. Thismethodmonitors the volumetric change
of blood in microvascular tissues. It uses an LDR as the light detector and a LED
emitted. The resistor operates in such a way that the value of resistance varies when
light falls on it. And it is to be noted that this relation between light and resistance
is inversely proportional, that is if the light source of higher intensity falls on the
resistor, the resistor decreases its value. As a result of the decrease in resistance, the
voltage drop associated with the resistor also decreases as a side effect of Ohm’s law.
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It then compares the output voltage from the light detector with the threshold voltage
value with the help of a comparator. The threshold voltage measures the potential
drop across the light detector when light with fixed intensity falls directly on it. The
non-inverting terminal of the comparator is joined to the light detector, while the
other terminal that is the inverting terminal is joined to the potential divider which
is tuned to the threshold voltage. So, whenever human tissues are exposed to a light
source, the intensity usually decreases. When this light which is of a lower intensity
falls on the light detector, resistance associated with it increases as a consequence
of the previously said principle. This increase in resistance affects the voltage drop
by increasing it. When the potential drop across the detector exceeds the inverting
input, a logically high signal is generated, and on the other case, a logically low
signal is generated at the output of the comparator. Like this, the signal generated as
output will be a series of pulses which can be fed to a microcontroller for processing
information to get the heartbeat rate value and can be displayed on the display screen
associated with that microcontroller. We use an NTC thermistor to calculate the body
temperature, and the advantage of using this technique is due to its cost effectiveness.
Since this thermistor has a negative coefficient, it gives low resistance when the body
temperature is high and high value for resistancewhen there is low body temperature.

The proposed design of the body vitals monitoring system provided in Fig. 1
consists of a heartbeat sensor and a thermistor that measure the real-time heartbeat
rate of the user in terms of beats per minute (BPM) and a thermistor to measure the
real-time temperature of a person. A GPS module is also included in the device to
estimate the location of the user for further analysis based on the location. The output
from the GPS module will be in the form of its native language and can provide the
time, latitude and longitudinal coordinates of the user.

A rechargeable battery is being used to provide power to the device. The OLED
module displays the real-time BPM value and temperature of the person using it. The
data received from the sensors will be sent to the AWS cloud via the WIFI module
connected to the device. In case a WIFI network is unavailable, the data will be sent

Fig. 1 COVID-19 vitals monitoring device block diagram
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via the Bluetooth module to the paired smartphone of the user. The data collected by
the smartphone from the device will then be sent to the cloud. An SMS alert will be
sent to the user and the doctor if BPM value or the body temperature increases than a
particular threshold which would be the body temperature of a healthy person in our
case. Detailed automated emails are also sent to the user and the doctor from time
to time using mailing APIs. The data from all the users is stored in the AWS EC2
virtual cloud server instance. The server will be scaled automatically on receiving
new data objects from new patients. The health of the instances will be managed by
a load balancer. The data received from the users will be sent to the model endpoints
via an API Gateway. The AWS Gateway acts as a connection between the model
endpoint and the Internet. The AWS Lambda service will be used as a reference
point. This deployment architecture provides an output for the real-time data in sub
second latency. The cloud services and the resources will be secured using a virtual
private cloud (VPC). The dataset of previously affected COVID-19 patients will be
used to train a model that can predict whether a person is infected with the virus
based on their temperature, BPM and GPS data. The GPS data will be used in the
batch processing algorithms and will also be sent to a government monitoring agency
to design route maps and monitoring users on the core COVID affected regions. All
the data will be transferred through the healthcare application in the smart device to
communicate with the servers.

3.1 System Description

This following section gives a short description about the specifications of the com-
ponents used.

• Max 30100 Oximeter: The Max 30100 pulse oximeter [15] has a low power
operation mode and uses LED current to minimise the energy consumption rate,
and it also has ultra low shut down current and has high sample rate capability and
fast data output capability. The oxygen saturation or SPO2 level is one of the vital
parameters monitored in a COVID-19 patient. SPO2 values that are less than 94%
are threatening.

• U-blox NEO-6M GPS Module: U-blox NEO-6M GPS Module [16] operates at
40 TO 85 ◦C temperature range, and it uses a supply voltage of 3.3 V. UART
protocol is used to collect information of latitude and longitude.

• Negative Temperature Coefficient thermistor: The input voltage for this neg-
ative temperature coefficient (NTC) thermistor [17]is in the range 3.3–5V and
operates at a temperature range of −25 to 80 ◦C with 0.1 ◦C precision. It has both
analog and digital signals as outputs.

• OLED Module: The OLED display module [18] suggested in this architecture
has a resolution of 128p × 64p with visual angle greater than 160◦. The input
voltage is 3.3–6 V. SPI protocol is used to display the text on the screen.
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• Microprocessor: The microprocessor we are using is the Arduino Pro Mini [19]
which operates at a voltage 5V and has a clock frequency of 16 MHz. There are
14 digital I/O pins and eight analog input port. Arduino Pro Mini also supports
UART, I2C and SPI communication protocols.

• BluetoothModule: HC-05 Bluetooth module [20] is used in the proposed system.
This module is connected to the microprocessor through UART. This module
supports Bluetooth P2P and A2DP protocols. Other Bluetooth devices such as
mobile phones can be paired to it and can communicate wireless.

• WIFI Module: We use the ESP-12F ESP8266 WIFI module [21] which has the
communication interface voltage as 3.3 V and a max working current of 240 mA.
The serial port baud rate is 115200 by default but can be modified to other values
through AT commands.

• PowerManagement: A3V, 150mAh lithium polymer (lipo) battery with battery
management system was used to power the entire circuit. The battery can be
recharged, and it provided up to 12 h of battery life for the proposed system. The
microprocessor enters a deep sleep state andmakes the sensors and communication
modules idle. At this stage, it consumes 10A, and during measurement state,
around 10 mA was consumed.

4 Smart Device Application Implementation

Asmartphone application is designed for the user to get an analysis his personal health
data. The App will work on the architecture provided in Fig. 2. The application has a
user interface for the initial set-up of the heart monitoring device. The device can also
provide a heat map of the COVID-19 affected regions using the user’s GPS location.
For location tracking, permission has to be granted by the user for the application
to collect the user’s GPS data. An account can be created for a first-time user of
the App by linking the app with their Arogya Setu or other relevant credentials. A
connection will be established between the App and the wearable via Bluetooth. The
weekly heart report and temperature analysis can be viewed in the app. All the health
data received from the user will be sent to the cloud via this application. Continuous
monitoring of the user’s body vitals will be performed, and in case, the vitals data
indicates that the user is at risk and several precautionary measures can be made.
The users near to a certain radius of the high-risk user will also be notified to be
extra cautious, hence decreasing the chance of communal spread of the virus. The
integration with government COVID tracing applications helps in the seamless flow
of data. Customer services can also be availed from the app.



Cost-Effective Device for Autonomous Monitoring of the Vitals for COVID-19 … 11

Fig. 2 Smart device application control flow
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5 Conclusion and Future Work

In this paper, we proposed a design that captures the heartbeat rate as well as body
temperature of a person using a wearable so that if the temperature and heartbeat
count exceed a certain threshold, concerned government authorities can be informed,
and from there, further analysis can be made to check whether the person is a victim
of COVID-19.

But the temperature calculated from the skin does not provide accurate results.
For accurate results, the temperature must be the rectal temperature or temperatures
found from axilla, auricle canal which are considered to be the alternative areas from
which core temperature can be found out. But to implement this method, it requires
the usage of non-invasive IR sensors which cannot be compacted with our design.

So, our future work involves the addition of a non-invasive IR temperature sensor
to our existing model so that much more accurate results can be obtained. Heartbeat
sensor used in our research can measure the oxygen saturation value of the blood.
But the extent of change of the oxygen saturation in the body in COVID-19 affected
patients is not known so our futureworkwill also include finding away to incorporate
the oxygen saturation level value on the prediction models.
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Predictive Modeling and Control of
Clamp Load Loss in Bolted Joints Based
on Fractional Calculus

Pritesh Shah and Ravi Sekhar

Abstract Safety of bolted joints in industrial machinery is of paramount impor-
tance. In this paper, fractional calculus-based predictive modeling has been investi-
gated to control clamping force losses in bolted joints under service loads. Clamp
load loss occurs in bolted joints due to application and subsequent removal of an
externally applied separating service load on a fastener preloaded beyond its elastic
limit. In thiswork, five differentmodel structureswere tried for system identification-
based predictive modeling of joint clamp load loss. These structures were the first-
order integer, second-order integer, first generation CRONE, fractional integral and
fractional-order models. These models were validated by statistical parameters such
as FIT, R2, mean squared error, mean absolute error, and maximum absolute error.
The fractional-order model with three parameters provided most accurate estimate
of the system performance. It also took minimum iterations to reach the optimum
controller parameter settings. This model was controlled using PID and fractional
PID controllers. Fractional PID controller was designed to minimize integral of
squared error (ISE) and toward the convergence of gain/order parameters. The PID
controller response exhibited better time domain characteristics as compared to the
fractional PID, but suffered from a maximum overshoot as well. In a physical bolted
joint, clamp load loss and external service load overshoots may lead to joint failures.
Maximum overshoot was totally eliminated by fractional PID controller, proving its
safe applicability to the bolted joint system. By choosing a realistic set point for
clamp load loss, the maximum permissible external service loading conditions were
predicted successfully.
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1 Introduction

1.1 Clamp Load Loss in Bolted Joints

Bolted joints are used mainly for fastening together mechanical parts. In spite of
significant advancements in joining technology, threaded fasteners remain preferred
medium of clamping parts together for assembly. Bolted joints find clamping appli-
cations across industries for all kinds of assembly requirements because they can be
disassembled for maintenance. Loss in clamping force or clamp load loss may lead
to joint failures, potentially leading to large-scale losses depending on the nature of
industrial/structural joint application. Many researchers have investigated the nature,
magnitude, and mechanics of clamp load loss in bolted joints.

Nasser andMatin [1] investigated clamp load losses for fasteners tightened beyond
elastic limit of bolt material, under separating service loads. Lambert [2] studied the
effects of friction coefficient variations on clamping force of bolted connections.
Fazekas [3] developed a linear model of bolted joint subjected to alternating tension
with a modified Goodman diagram. Groper [4] developed a methodology to measure
preload in fastener using Preload Direct Measuring Device. Monaghan [5] tightened
high strength fasteners to yield for maximizing joint clamp loads under lubrication
conditions. Duffey [6] determined optimal prestress to minimize peak bolt stress for
closure bolting systems. Pai and Hess [7] studied loosening of threaded fasteners
under dynamic shear. Investigators have come up with a number of linear/nonlinear
mathematical models describing the phenomenon of clamp load under different con-
ditions. However, it seems that fractional calculus has not been applied for system
identification of bolted joint systems for clamp load losses. This kind of modeling is
necessary in order to control and limit clamp load loss generation in a bolted joint.

1.2 Fractional Modeling

Fractional calculus precedes classical calculus by more than three centuries. How-
ever, it requiresmore exploration by researchers [8]. Recently, there has been a steady
rise in fractional calculus-based research investigations in engineering, science, and
non-engineering fields (fractional PID controller, speech signal processing, model-
ing of physical systems, cancer dynamics, finance, and more) [9–15]. The fractional
calculus models have been implemented for system identification of semiconductor
diodes, capturing better dynamic characteristics often overlooked by classicalmodels
[16]. Fractional model has proved to accurately estimate nonlinear high-level voltage
dynamics for ultracapacitance impedance modeling [17]. The fractional-order track-
ing differentiator (FOTD) model has exhibited satisfactory performance in many
instances [18]. Nonlinear fractional model has been applied in modeling of thermal
systems for large temperature variations [19]. Fractional model has been applied to
control the robotic systems as well [20]. In the current work, fractional calculus has
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been employed to identify the clamp load loss system in a bolted joint based on
analytical formulations from literature and experimental data.

2 Clamp Load Loss Determination

In a bolted joint system, initial tightening Fi produces bolt tension Fb and clamp
load Fc (Fig. 1) opposite in nature but equal in magnitude. Fe is an externally applied
service load that attempts to loosen the joint.

Clamp load loss �Fc can be approximated by the following formulation [1].

Fig. 1 Schematic of a bolted
joint [21]
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�Fc =

⎛
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− 1
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(
1 + Kb
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) Fe (1)

where K is strain hardening coefficient, n is the strain hardening exponent, L is
effective fastener grip length, A0 is fastener tensile stress area, Kb is bolt stiffness,
and Kc is joint stiffness.

2.1 Experimentation Details

A tensile test was conducted for a Class 8.8 M108 * 150 bolt, and the material strain
hardening exponent n and strain hardening coefficient K were determined. Modulus
of elasticity of the material was also determined from the same, which was used to
compute bolt material stiffness, Kb. As a thumb rule, joint stiffness is designed to
be much higher than bolt stiffness (around five times) for joint safety [22]. So, Kc

was assumed to be equal to 5 Kb. Bolt was preloaded (tightened) to 63,600 N (Fe) to
ensure it reaches plastic elongation range (i.e., beyond the elastic limit determined
experimentally, at 62,140 N).

Externally applied separating force, Fe, was varied from zero 7000N to estimate
values of clamp load loss, �Fc based on the formulation from literature (Eq.1).

3 System Identification Using Fractional and Integer
Models

System identification is used for control design, predicting system behavior, fault
diagnosis, etc. At present, many industries have automated their processes. Due to
this, their process data is easily available.Model development based on system inputs
and outputs is called system identification. System identification can be performed
for open-loop and closed-loop experimental data based on applications. It involves
data collection, model structure selection, model parameter estimation, and model
validation. Of these, model structure selection is the most vital step. The probable
model structures can range from transfer functions and ordinary differential equations
(ODE) to fractional differential equations (FDE), state space models, time series
models and others.
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3.1 Model Structures

The present work considered fractional order, fractional integer, and CRONE (first
generation) model structures for identifying the clamp load loss system under con-
sideration. Integer models (first and second order) were also explored to compare
with the performance of the fractional structures. In the first-ordermodel, two param-
eters were minimized namely gain (K ) and time constant parameters (τ ), whereas in
second-order model, three parameters were minimized namely K , damping ration ζ

and natural frequency of oscillation (ωn).

3.2 Estimation of Model Parameters

After model structure selection, parameters of the selected model structure were esti-
mated by minimizing the sum of square error (SSE) function (Fig. 2). In the present
work, model parameters were tuned by genetic algorithm through minimization of
SSE function.

The output error method [23] can be utilized for model parameter estimation. It
is given as follows:

en = y∗
n − ŷn(un, θ̂ ) (2)

where θ is the exact model parameter under consideration and θ̂ is its required
estimation considering the dataset

{
un, y∗

n

}
having n points for identification. y∗

n is

the noise parameter corresponding to the exact system output yn . θ̂ can be optimized
by minimizing mean square predication error given as follows:

Fig. 2 Parameter estimation for system identification
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J =
N∑

n=1

e2n (3)

3.3 Model Validation

Model validation must include multiple indices to ensure effectiveness of the model
selection procedure. First among such indices is the FIT factor, calculated as follows

FIT = 100 ∗
(
100 − ‖y − ȳ‖2

‖y − mean(y)‖2

)
(4)

where y is the actual output and ȳ is model output. For a perfect fit, this value will
reach 100 [24]. Other indices included sum of square error, R-squared, mean squared
error (MSE), mean absolute error (MAE), and maximum absolute error (MaxAE),
defined as follows:

SSE = (y − ȳ)2 (5)

R2 = 1 −
∑N

n=1(yn − mean(y))2∑N
n=1(yn − ȳ)2

(6)

MAE = mean (abs(y − ȳ)) (7)

MaxAE = max (abs(y − ȳ)) (8)

MSE = mean
(
(y − ȳ)2

)
(9)

All of the above-mentioned validation indices were considered together for vali-
dating system models in the current work.

4 Control Using PID and Fractional PID Controllers

PID controller iswidely used in industry [25] owing to its simplicity. APID controller
is represented mathematically as:

C(s) = P + I
1

s
+ D

N

1 + N 1
s

(10)

where P is the proportional gain constant, I is the integration gain constant, D is the
derivative gain constant, and N is the filter coefficient.
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Fig. 3 Block diagram of fractional PID controller

In 1994, Podlubny introduced the fractional-order controller for fractional-order
systems [26–28]. This controller is more robust against variations in system vari-
ables and controller tuning parameters [29, 30] as compared to classical controllers
due to its iso-damping characteristics [26]. There are five parameters available in
this controller for tuning (Eq.11). A fractional PID controller can be represented
schematically as shown in Fig. 3. The fractional PID controller is represented math-
ematically as [31, 32]:

C(s) = U (s)

E(s)
= KP + KI

sλ
+ KDs

μ, (λ, μ ≥ 0) (11)

where, C(s) is controller transfer function, U (s) and E(s) are the control and error
signals. KP , KI and KD are the proportional, integral and derivative gain constants,
respectively. μ and λ are differentiation and integration orders.

For most applications, the order of the fractional-order PID controller is kept in
the range 0 to 2 [33–35]. Further literature [36–38] may be consulted for detailed
information on characteristics of fractional PID controllers.

5 Results and Discussions

5.1 System Identification of Clamp Load Loss

Table1 shows model structures, sum of squared errors, R-squared, number of iter-
ations, MAE, MSE, etc., for each of the developed models. With respect to the R2

parameter, all models perform well except for the first generation CRONE model.
In fact, CRONE model appears to disappoint on all statistical parameters for the
current bolt joint system. Best FIT is offered by the fractional-order model, while
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the second-order integer model came a close second. The fractional-order model
scores significantly better over all others in error estimates of SSE, MAE, MSE, and
MaxAE.

CRONE model is composed of two parameters and takes 200 iterations to reach
optimal parameter solutions.

Fractional integermodel has two parameters and takes 500 iterations to reach opti-
mal parameter solutions. Fractional-order model has three parameters and reaches
optima at 108 iterations, the least among all models. Fractional models give better
responses as compared to CRONE model because of the presence of integration
structure in fractional models.

Predictions of all identified models were compared with actual output (Figs. 4, 5,
6, 7 and 8). The fractional-order model (Fig. 6) estimated the actual clamp load loss
data very well.

The response of first and second integer-order models is shown in Figs. 7 and 8.
The fractional-order model has been taken as a reference to compare other models

because of its superior estimation characteristics listed in Table1.

5.2 Control of Bolt System

PID and fractional PIDmodel controllers were applied on the fractional-order model
(Model 3) to check how effectively clamp load loss could be controlled at a given
set point. The control signal outputs were also plotted for corresponding external
loading conditions.
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Fig. 4 Prediction using fractional CRONE model (Model 1)
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Fig. 5 Prediction using fractional integration model (Model 2)

0 100 200 300 400 500 600 700
Time (sec)

0

200

400

600

800

1000

1200

O
ut

pu
t

Model Output
Actual Output

Fig. 6 Prediction using fractional-order model (Model 3)

Figures9 and 10 are PID controller response and control signal plots, respectively.
In this case, �FC (clamp load loss) setpoint was kept at 1 N. The PID controller
response contained an initial overshoot followed by a tiny undershoot before settling
at the designated set point. PID control signal exhibited high under and overshoots
before settling in 6N value for Fe (external load). Table2 shows the PID controller
parameters for the same.
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Fig. 7 Prediction using first-order integer model (Model 4)
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Fig. 8 Prediction using second-order integer model (Model 5)

Table 2 PID controller parameters

S. no. Parameter Value

1 Kp 2707.18

2 Ki 91992.41

3 Kd 16.67

4 N 2808.02
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Fig. 9 Fractional-order model (three parameters): PID controller response (�Fc set point 1 N)
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Fig. 10 Fractional-order model (three parameters): PID control signal (Fe at �Fc set point 1 N)
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Fig. 11 Fractional-order model (three parameters): fractional PID controller response (�Fc set
point 1 N))
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Fig. 12 Fractional-order model (three parameters): fractional PID control signal (Fe at �Fc set
point 1 N)

Figures11 and 12 are FPID controller response and control signal plots for the
fractional-order model (Model 3). For comparisons with PID responses,�FC (clamp
load loss) setpoint was kept at 1 N. It may be observed how FPID controller response
removes the initial overshoot seen in PID controller response before settling at the
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Table 3 Fractional PID controller parameters

S. No. Parameter Value

1 Kp 0.89156

2 Ki 3.9378

3 λ 0.89776

4 Kd 0.0007068

5 μ 0.11502

designated set point. Similarly, FPID control signal is able to smoothen over and
undershoots in PID responses before settling in 6N value for Fe (external load).
Table3 shows the FPID controller parameters for the same.

After successful control of the bolted joint plant by FPID controller, the response
set point was changed to 10,000 N as a realistic setting to limit clamp load loss
(�Fc) and avoid joint failure. This set point was also successfully attained as shown
in Fig. 13. As may be observed from Fig. 14, the control signal output for the same
manipulated variable: external load (Fe) is 60,000 N.

This result implies that the external loading conditions are to be limited to 60,000
N in this bolted joint’s service cycle in order to limit the joint clamp load loss to
10,000 N post withdrawal of the external load. In other words, a residual clamp load
of only 53,600 N (63,600 N initial preload minus 10,000 clamp load loss) may be
expected due to the application and subsequent removal of an externally separating
tensile load of 60,000 N on the joint. The ratio of the joint preload to the external
load limit determined by FPID control signal, i.e., Fi/Fe ratio is 1.06, which is a
good estimate of actual service loading conditions [1].

Controller time domain specifications are shown in Table4. Fractional PID con-
troller achieves 0% maximum overshoot whereas PID controller exhibits 18% over-
shoot. However, the PID controller has lower rise, peak and settling times over
fractional PID controller. Considering physical bolted joint systems, overshoot may
damage the physical system architecture. In the current case of bolted joints as well,
overshoot in �Fc can lead to failure of the actual physical joint. Similarly, extreme
over and undershoots of the external load Fe observed in the PID control signal
output can lead to incorrect service load design specifications. Hence, the fractional
PID controller response is preferable as per these vital safety aspects as compared to
the PID controller.



Predictive Modeling and Control of Clamp Load Loss … 29

0 10 20 30 40 50 60 70 80 90 100

Time (sec)

0

2000

4000

6000

8000

10000
O

ut
pu

t

Fig. 13 Fractional-order model (three parameters): fractional PID controller response (�Fc set
point 10,000 N))
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Fig. 14 Fractional-order model (three parameters): fractional PID control signal (Fe at �Fc set
point 10,000 N)
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Table 4 Time domain specifications table

S. no. Open loop PID controller Fractional PID
controller

Rise time (sec) NA 0.01 7

Peak time (sec) NA 0.02 NA

Maximum overshoot
(%)

67 18 0

Settling time (sec) NA 0.05 22

6 Conclusions

Accurate estimation and control of clamp load loss are of critical importance in
bolted connections. In the present work, different models were implemented to iden-
tify clamp load loss system in a bolted joint plant. These models included first- and
second-order integer models; fractional integral and fractional-order models; and
a first generation CRONE model as well. To compare their relative statistical per-
formances, parameters like R2, FIT, maximum absolute error, etc., were evaluated.
Model predictions were plotted against actual system responses. The fractional-order
model with three parameters emerged as the best predictive model. This model was
controlled by PID and fractional PID controllers at different set points of the out-
put parameter (clamp load loss, �Fc ). Fractional PID controller consumed more
rise, peak, and settling times as compared to the PID controller responses. However,
maximum overshoot observed in PID controller response (clamp load loss, �Fc)
was completely eliminated by the fractional PID controller. Similarly, control signal
(external load Fe) over and undershoots were also effectively avoided by fractional
PID controller. In an actual bolted joint, such overshoots in clamp load loss and/or
external service load may lead to joint failures. Thus, fractional PID controller was
proved to be safer for predictive modeling of real physical systems such as the bolted
joint considered in the present study. Based on the fractional PID control signal
response at realistic physical clamp load loss limit set point, the appropriate external
service loading conditions were successfully predicted.
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Resource Allocation for 5G
RAN—A Survey

G. Shanmugavel and M. S. Vasanthi

Abstract Resource allocation (RA) is a fundamental task in the design andmanage-
ment of wireless signal processing and communication networks. In a wireless
communication, we must wisely allocate some available radio resources like time
slots, transmission power, frequency band, and transmission waveforms or codes
across multiple interfering links as to accomplish a better framework execution while
guaranteeing user fairness and quality of service (QoS). In fifth generation (5G) of
wireless communication system provides a better mobile service with improved QoS
everywhere. Considering the dense deployment and more number of network nodes,
RA and interference management are the important research issues in heterogeneous
mobile networks. In this, we need to utilize the available radio resources efficiently,
for that the RA is of much importance in future wireless communication systems
(5G/6G). In this survey,we consider various resource allocationmethods for different
radio access network (RAN) architecture; several authors have implemented some
techniques and algorithms to achieve better resource allocation with the help of
existing literature survey, we explore ways to allocate the radio resources for next
generation wireless communication.
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1 Introduction

In fifth-generation (5G) mobile communication systems, in addition to provide a
wide coverage, improved spectral efficiency, ultra–reliable low-latency communi-
cation, reduction in energy usage, more number of connected devices, improved
accessibility, and also providing a very huge data rates in terms of giga-bit-per-
second (Gbps) all the cell coverage area [1]. The cell coverage range and total sum
capacity solutions are proposed for next generation mobile communication, beam-
forming, carrier aggregation, higher levelmodulation, and dense deployment of small
cells [2]. For high bandwidth capacity in 5G, the millimeter wave communication
is used [3]. Using multiple input and multiple output (MIMO) in 5G, it provides
high spectral bandwidth efficiency and better energy saving. [4].To increase more
IoT nodes or equipments in a cell, it is providing more traffic congestion to satisfy
all user requirements; the cloud radio access network (C-RAN) is introduced to 5G
mobile communication; the best powerful cloud controller (CC) in C-RAN network
architecture has the remote radio units (RRU) and baseband units (BBU) [5, 6].

5G wireless communication requires more QoS and also wants to overcome the
drawbacks of the previous generation mobile communication systems. Some of the
research challenges like massive type communication (mMTC), enhanced mobile
broadband (EMBB), and ultra-reliable low-latency communication (uRLLC) are
required. These types of services are lead to find new RAN. Compared to C-RAN,
the F-RAN provides the uRLLC, this type of service required in future generation
wireless communication [7].

Delivery of huge value of date from UE to fog access point it need a large amount
of bandwidth, and very high spectral bandwidth is demand in radio resources. For
very high spectral efficiency, very low-latency requirement, and multiple access
facility, NOMA is one of the best method [8]. In NOMA, SIC can used in F-AP
to separate various user’s signals. A general fact is that the F-AP usually do not have
enough storage capacity and computing resources and may not meet large-scale
users’ services; therefore, the implementation scheme of NOMA will have great
impact on F-RAN. There are various types of researches about NOMA and F-RAN
[9]. Implementation of F-RANbased ofNOMARA technique it increase theQoS and
reduce the latency [10]. In the transmitter and receiver section of NOMA system, the
successive interference cancelation is implemented in receiver side. In [11],multiuser
detection and decoding is implemented to optimize receiver ability. In [12], influence
of error vector magnitude to various SIC in DL NOMA is very accuracy. In [13], the
research challenges in multi-tier heterogeneous networks are resource allocation,
dense deployment, huge network nodes, and interference management. The radio
resource allocation issues in multi-tier OFDMA based in 5G LTE-A. Specifically,
author introduced three novel methodologies for distributed RA in such networking
ideas of message passing, distributed auction, and stable matching. In [14], the cloud
node characteristics and 5G services are taken by the joint optimal virtual network
functions (VNF).
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To improve the system throughput of the used level resource scheduling algo-
rithm, a slice level scheduling algorithm is proposed based on the requirements of
wireless network slicing technology and the definition of functional scenarios. VNF
provides better radio resource utilization and huge gain in network slicing for 5G
communications. The slicing characteristics of every user and the schedulingmethod
priority are calculated by PF algorithm [15].

2 Heterogeneous IoT and F-RAN

In C-RAN, the latency issue becomes very high, so it is not suitable for IoT services.
For 5G need a very low-latency communication service, for that we move C-RAN
to to F-RAN (Fig. 1).

The fog node provides heterogeneous low-latency requirements of the IoT appli-
cation devices, and it is directly linked to the cloud network through fronthaul
connections. Red lines mentioned a local service by fog node to fulfill low-latency
needs.

A hybrid cloud supporting C-RAN system (see Fig. 2). A different set off
requirements are provided by RRHs like massive machine type communications
(mMTC), ultra-reliable low-latency communications (URLLC) and enhancedmobile
broadband (eMBB), (see Fig. 3).

3 Resource Allocation Methodologies

The different resource allocation methods are considered from various existing
possible techniques or algorithm like reinforcement learning (RL), cooperative
edge computing, Marcov decision process (MDP), soft resource reservation mech-
anism, fixed power allocation (FPA), fractional transmit power allocation (FTPA),
improved fractional transmit power allocation (I-FTPA), message passing (MP),
stable matching (SM), distributed auction method, inter linear programming (ILP),
and PF algorithms are considered to achieve better resource allocation. Here, we
will see the merits, demerits, and improvement needed for the future research in next
generation mobile communication systems.

3.1 RA in Fog RAN Using RL

In [16], in fog RAN, the reinforcement learning (RL)-based resource allocation
provides the requirements of low latency. In fog RAN, the URLLC cannot consent
more delay. In FN, the IoT application required low latency. The Markov decision
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Fig. 1 Fog-RAN architecture

process (MDP) provides a low-latency communication in fog RAN. Like Q-learning,
SARASA, expected SARASA, andMonte Carlo method are to solve MDP problem.

The objective of IoT applications in a FN theMDPprovide the service toNnumber
of resource blocks with perfect timing. The problem in MDP the FN getting services
from the IoT side, after that the service will be continue or drop. The optimum policy
utilizingMonte Carlo algorithm in the IoT environment if done initially, then the next
algorithm for MDP by SARSA and QL.
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Fig. 2 C-RAN architecture with hybrid cloud

Fig. 3 5G mobile communication service categories
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3.2 NOMA-Based Fog RAN Channel Power Allocation

In different RAN architectures in fog RAN [17] to increase the QoS and reduce
the delay service is getting by edge computing. According to various power factor
assignment of each and every NOMA user information is multiplexed through the
corresponding data, and the receiver side the SIC is used to receive the signal. At the
transmitting side, a three user multiplexing system is implemented.

In Fig. 4, user equipment (UE) first user is a near the user, this user is near the
base station, second user is a mid-user this user some distance away from the base
station, and third user is more away from the base station or an edge user. The sender
signal or data of first user (i= 1,2,3) is Xi and signal power assign to each user is Pi.
As indicated by power allocation (PA) of NOMA [19], since the third user getting
a very low signal strength so the more transmitter power is assign, then the second
user getting moderate signal strength so the required power is allocated, and in the
first user getting high signal power so the assignment of transmitter power is very
small as required.

The user power allocation is important thing. The various methods of PA algo-
rithms are: (i) fixed power allocation (FTP), (ii) fractional transmit power allocation
(FTPA), and in [17], the method of improved fractional transmit power allocation
(I-FTPA) was implemented.

The FPA depends upon the channel gain of the each and every individual user the
different fixed power is allocated; in the poor channel gain user, the more power is
allocated; in high channel gain user, minimum power is assigned. FPA does not have
any specific power allocation strategy for every individual user which depends upon
their channel gain. The main drawback for FPA is that it does not perform to allocate
the power according to randomly varying nature of channel gain.

In I-FTPAplanned for taking care of the above issue in FPA, the fractional transmit
power allocation (FTPA) is implemented based on signal decay factor [18]. Author
proposed an Improved fractional transmit power allocation (I-FTPA) calculation.

Fig. 4 Simple NOMA system



Resource Allocation for 5G RAN—A Survey 39

Contrasted with FTPA, this has just a signal degradation factor for power allocation,
and I-FTPA has distinctive fluctuating signal degradation factor to modify every
client’s channel gain, which gives advantageous to change transmitted power as per
channel changes consequently. The estimation varying the decay factor is somewhere
in the range of 0 and 1.

Successive Interference Cancelation is applied at the receiver end in order to
decode the user signal. For better receiving in the receiver end, the symbol lever
SIC (SLIC) and code-word level SIC (CWIC) are used. Important variation between
these two methods is: CWIC demodulation and decoding will be done; it does not
reduce the error propagation at the cost of complexity.

3.3 Optimal Resource Allocation and Virtual Network
Function Using in a Hybrid CRAN

In [14], a join optimal arrangement of virtual network functions (VNFs) and the RA
in a hybrid cloud environment gives the requirement of next generation system of the
cloud access point. The relationship between computational requirements, latency
constraints, and design an integer linear programming (ILP) these all are completed
by fixed assignment system.

An analysis of least computational rate is needed to fulfill every VNF neces-
sity, by constant assigned edge or central access point. At that point, utilizing this
information, author can arrange an integer ILP that optimizing the using of cloud
VNFs.

VNF provides the least computational rate to fulfill its low-latency and compu-
tational needs to depend on this or that it is in the common cloud of its neighboring
VNFs.

3.4 Distributed Resource Allocation

The large number of network nodes, [13] resource allocation, and interference
management are the important research challenges in multi-tier heterogeneous
networks. In OFDMA-based 5G cellular network, the three novel resource alloca-
tionmethods are implemented, namely: (i) stablematching, (ii) message passing, and
(iii) distributed auction method. Here, the matching theory permits a low-complexity
algorithmic control to give a decentralized self-sorting solution to the resource allo-
cation problems. In matching-based resource allocation, each of the agent’s radio
resources and transmitter nodes ranks the other using a preference relation. The
solution of the matching concept is fix an available sources to the sender based on
the selection.
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Table 1 Characteristics of RAN and resource allocation algorithms

Characteristics C-RAN Fog-RAN

Storage [13, 16] Centralized Centralized and distributed

Communication [13, 16] Centralized Centralized and distributed

Backhaul interference [17] CN CN and BBU pool

Fronthaul complexity [17] Low Medium

Data processing [13] Cloud data center Near to device

Transmission delay [16] Long Low

Latency [16] High Low

Reliability [13] Medium High

Energy consumption [13] Medium Low

Resource allocation algorithm’s
and techniques used

• Reinforcement learning [16]
• Markov decision process [16]
• Improved fractional transmit power allocation [17]
• Message passing, stable matching and auction-based RA
[13]

• Integer linear programming [14]

In resource allocation using a message passing is produces a polynomial time
complexity solution by assigning the calculated load among the access point of the
system. In the RF source distributing issue, the decided authority system to the
radio sources and the sender form a virtual graphical system. Every access point can
exchanges some information with nearby access points to get the solution of RA.

Auction-based resource allocation algorithms provide polynomial complexity
solutions, which are shown to output near nodes. The method of tender is the one of
the best system to assign the service of the service provider. The unused spectrum
is bids for all service provider agents. Who is coat a high value that agent or service
provider can get the spectrum.

Through this survey, we tabulated the characteristics of different types of RAN
architecture and what are all the algorithms and techniques were used by different
authors are listed in Table 1.

4 Future Research Direction

In [16], several RL, methods are considered for the better solution of optimal system.
A better action over a filtering method based of network slabbing. In future research
to expanding the present RA framework is limited to fixed FN system. In [17],
implementation of NOMA to F-RAN and the three user multiplexed transmitter and
CWIC receiver is implemented. By varying the signal decay factor depending upon
the channel gain, the better power allocation is assigned which depends upon the
user requirement. In this the multiplexed transmitted and receiver, they considered
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the single transmit and single receive antenna method. In future research, the design
of multi-transmit antenna where use the diversity gain which will be increase in user
equipment’s. It may improve the SINR to provide a better QoS to using the I-FTPA.
In [14], the issue of the optimal RA method and network slab usage is in a hybrid
cloud environment which is considered and systemized by inter linear programming.
Considering a hybrid cloud with respect C-RAN system, composed only in a central
access point, in the service of low latency needed. Some of the future research work
progress is based on usage of VNF. In [13] stable matching, message passing and
auction-based resource allocation methods are implemented. Future research work
to develop and implement an advanced game model resource allocation problems
and analyses the response of 5G system with the data rate and spectrum and energy
efficiency.

5 Conclusion

With the dramatically increasing end user amount, we want to improve the resource
allocation for the future 5G/6Gwireless communication. Due to spectrumon demand
like,wewant to utilize the available radio resources, andwedid a surveywith different
resource allocation problems in existing wireless communication systems. In future
research work, we want to overcome a problems faced in existing resource allocation
algorithms and techniques discussed in this paper; these identified problem are given
to invent a novel RA algorithm. An idea to implement the artificial intelligence for
RA in 5G RANwill give the optimal solutions for better resource allocation the next
generation wireless communication systems.

References

1. A.I. Sulyman, A.T. Nassar, M.K. Samimi, G.R. MacCartney Jr., T.S. Rappaport, A. Alsanie,
Radio propagation path loss models for 5G cellular networks in the 28 GHz and 38 GHz
millimeter-wave bands. IEEE Commun. Mag. 52(9), 78–86 (2014)

2. B. Yang, Z. Yu, J. Lan, R. Zhang, J. Zhou, W. Hong, Digital beamforming-based massive
MIMO transceiver for 5G millimeter-wave communications. IEEE Trans. Microw. Theory
Techn. 66(7), 3403–3418 (2018)

3. S. Rangan, T.S. Rappaport, E. Erkip, Millimeter-wave cellular wireless networks: potentials
and challenges. Proc. IEEE 102(3), 366–385 (2014)

4. J. Zhang,Z.Zheng,Y.Zhang, J.Xi,X.Zhao,G.Gui, 3DMIMOfor 5GNR:Several observations
from 32 to massive 256 antennas based on channel measurement. IEEE Commun. Mag. 56(3),
62–70 ( 2018)

5. S.-H. Park, O. Simeone, S. Shamai (Shitz), Joint optimization of cloud and edge processing for
fog radio access networks.in Proceedings IEEE International Symposium Information Theory
(ISIT), July (2016), pp. 315–319

6. M. Peng, Y. Sun, X. Li, Z. Mao, C. Wang, Recent advances in cloud radio access networks:
system architectures, key techniques, and open issues. IEEE Commun. Surveys Tuts. 18(3),
2282–2308 (2016)



42 G. Shanmugavel and M.S. Vasanthi

7. H. Zhang, Y. Qiu, X. Chu, K. Long, V.C. M. Leung, ‘Fog radio access networks: mobility
management, interference mitigation, and resource optimization. IEEE Wireless Commun.
24(6), 120–127 (2017)

8. Y. Wang, B. Ren, S. Sun, S. Kang, X. Yue, Analysis of non-orthogonal multiple access for 5G.
China Commun. 13(2), 52–66 (2016)

9. H. Zhang, Y. Qiu, K. Long, G.K. Karagiannidis, X.Wang, A. Nallanathan, Resource allocation
in NOMA-based fog radio access networks. IEEE Wireless Commun. 25(3), 110–115 (2018)

10. C. Yan, A. Harada, A. Benjebbour, Y. Lan, A. Li, H. Jiang, Receiver design for downlink
non-orthogonal multiple access (NOMA). in Proceedings IEEE 81st Vehicles Technology
Conference (VTC), May (2015), pp. 1–6

11. M. Al-Imari, P. Xiao, M.A. Imran, ‘Receiver and resource allocation optimization for
uplink NOMA in 5G wireless networks. in Proceedings International Symposium Wireless
Communications Systems (ISWCS), August (2015), pp. 151–155

12. K. Saito, A. Benjebbour, A. Harada, Y. Kishiyama, T. Nakamura, ‘Link-level performance of
downlink NOMA with SIC receiver considering error vector magnitude. in Proceedings IEEE
81st Vehicle Technology Conference (VTC), May (2015), pp. 1–5

13. M. Hasan, E. Hossain, Distributed resource allocation in 5G cellular networks. (Wiley, 2017)
14. A. De Domenico, Y.-F. Liu, W. Yu, Optimal computational resource allocation and network

slicing deployment in 5G hybrid C-Ran. (IEEE, 2019)
15. M. Liang, X. Wang, Application of 5G-based mobile communication technology in network

resource scheduling. (IEEE, 2019)
16. A. Nassar, Yasin, Reinforcement learning for adaptive resource allocation in fog RAN for IoT

with hetrogeneous latency requirements. IEEE Access 7, 529–551 (2019)
17. W. Bai, T. Yao, H. Zhang, V.C.M. Leung, Research on channel power allocation of fog wireless

access network based on NOMA. vol. 7, (IEEE, 2019)
18. A. Benjebbovu, A. Li, Y. Saito, Y. Kishiyama, A. Harada, T. Nakamura, ‘System-level perfor-

mance of downlink NOMA for future LTE enhancements. in Proceedings IEEE Globecom
Workshops (GC Wkshps), December (2013), pp. 66–70

19. F.-L. Luo, C. Zhang, in Signal Processing for 5G: Algorithms and Implementations. (Wiley,
Hoboken, NJ, USA, 2016)



Wearable PIFA for Off-Body
Communication: Miniaturization Design
and Human Exposure Assessment

Sandra Costanzo, Adil Masoud Qureshi, and Vincenzo Cioffi

Abstract A miniaturized Planar Inverted-F Antenna (PIFA) design tailored for
wearable devices is presented in this work. The proposed antenna operates in the ISM
band (from 2.4 to 2.5 GHz) used by common wireless communication standards. A
felt textile substrate is used to allow easy integration into everyday clothing. A side-
fed coaxial cable is also adopted to give a lowprofile. To assess human exposure, SAR
analysis is conducted on the designed antenna and simulated results are presented.
The SAR level of the antenna is successfully limited to comply with international
guidelines, by introducing significant modifications on the antenna parameters.

Keywords PIFA · SAR ·Wearable application

1 Introduction

Wearable antennas for off-body communication are increasingly ubiquitous in the
modern world [1]. Consumer devices like smartwatches, ankle tags used by law
enforcement, and health sensors to monitor at-risk patients, all of them make use
of wearable antennas. Ensuring reliable communication independently of user’s
posture, while also being as unobtrusive as possible, gives some very challenging
requirements for the antenna design [2]. Wearable antennas are required to be small
in size, resistant to detuning and able to provide a reasonable gain [3]. Apart from
being small and reliable, wearable antennas must also be safe for everyday use.
Strict requirements are in place for Specific Absorption Rate (SAR) levels of wear-
able devices, in order to avoid any harmful effects. One of the most common antenna
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designs is given by the Planar Inverted-F Antenna, commonly known as PIFA [4].
Every modern smartphone includes more than one example of the PIFA, operating
in various frequency bands. The PIFA is an electrically small antenna by design, and
thanks to its ground plane, it radiates mostly in only one hemisphere. The directional
radiation ensures stable (not easily detuned) as well as safe (low SAR) operation
[5]. These features make it a good choice for portable as well as wearable commu-
nication devices. Nevertheless, the trend towards smaller and more compact devices
has led to research methods for further miniaturization of the PIFA. The oldest and
most basic method is based on the adoption of higher permittivity substrates, in
order to increase the electrical size of the antenna [6]. However, high permittivity
substrates increase losses, thus leading to lower efficiency and lower gains. Loading
the PIFA with reactive or resistive components can also lead to miniaturization, but
causing similar losses in the efficiency [7]. Metamaterials have been shown to reduce
the resonant frequency of a PIFA, although the complexity of such designs increases
manufacturing costs [8]. Anothermethod for achieving PIFAminiaturization is given
by the adoption of a fractal geometry for the radiating element. Earlier authors’ work
has shown that the Minkowski fractal shape can be used to reduce the operating
frequency of a reflect array without increasing the physical size of the cells [9]. The
same technique has also been successfully applied to a PIFA operating into free space
[10]. Further work by the authors demonstrated a simplified slotted geometry for a
miniaturized PIFA [11].

In the present work, a compact PIFA design is presented, which is specifically
tailored for wearable devices. The proposed design includes a new lateral feed
arrangement that allows for easy integration into clothing. Simulated results for
the new design, including SAR performance, are reported. A technique for reducing
the SAR level of the antenna based on earlier work by the authors is also described,
and the comparison of SAR levels before and after optimization is illustrated.

2 Antenna Design

The design process for the proposed wearable PIFA starts from the miniaturized
PIFA working in the ISM band, presented in [11]. The earlier design has a coaxial
probe-type input that connects through the back of the antenna. This kind of input is
not ideal for a wearable design, since the back or the ground plane of the antenna is
expected to sit flush with the fabric or body of the user. In order to face this problem,
a lateral coaxial feed is proposed, as shown in Fig. 1. The coaxial cable enters from
the left side of the antenna, and it places between the ground plane and the radiating
patch. The outer conductor is bonded to the ground plane, while the inner conductor
is turned 90° to connect with the patch.

The feed cable is normally oriented to the polarization axis of the antenna, in order
to minimize its effects on the electric field. As shown in Fig. 2, the radiation pattern
of the antenna remains almost unchanged due to the introduction of the lateral feed.
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Fig. 1 a Probe feed used in the earlier design [11] versus b lateral feed of the wearable PIFA

Fig. 2 Radiation pattern of the PIFA antenna with the two different feed arrangements

Thewearable antenna ismodelledwith felt fabric as a substrate, since it is expected
to be incorporated into clothing. To simulate the human body effect, a simplified
multilayer phantom is adopted (Fig. 3).

Fig. 3 Wearable antenna
model in CST software with
multilayer body phantom
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Table 1 Dielectric characteristics of the felt substrate and the multilayer body model

Medium Thickness [mm] Er tanδ σ

[S/m]
Density
[kg/m3]

Felt (substrate) 4 1.45 0.02 – –

Dry skin 0.015 38.06 0.2835 1.5 1000

Wet skin 0.985 42.92 0.2727 1.62 1000

Fat 0.5 10.84 0.1808 0.27 850

Blood 2.5 58.53 0.1743 1.41 1060

Muscle 3 52.34 0.1893 1.37 1050

The dielectric characteristics of each layer of the assumed body model, as well as
the felt substrate, are listed in Table 1. The combined effect of the higher permittivity
felt substrate and the body proximity reduces the resonant frequency of the antenna.
The dimensions of the antenna are optimized for operation in the ISM band from 2.4
to 2.5 GHz (Fig. 4). The final antenna design is equal to 15.5 × 25.25 mm in size,
with a substrate height of 4 mm.

The direct contact with the lossy bodymediamakes it impossible to use a defected
ground plane for bandwidth enhancement [12]. As a result, the bandwidth of the
present design is much smaller than the free space variant. On the other hand, the
proximity to the skin allows for a smaller ground plane to be used, thus enhancing the
miniaturization. The wearable antenna design is ~ 37% shorter than the free space
variant, while operating in the same frequency band.

Fig. 4 Simulated return loss of the proposed wearable PIFA
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3 Preliminary SAR Analysis

Human body exposure to the EM radiation is monitored through several parameters,
such as the temperature increase, the exposure to time-varying electric and magnetic
fields, or the commonly known Specific Absorption Rate (SAR).

SAR is a parameter which measures the speed at which energy is absorbed by the
human body when it is exposed to electromagnetic fields with a carrier frequency
between 100 kHz and 10 GHz. It is used in different fields; in mobile telephony, the
SAR establishes the amount of energy absorbed by a particular mass of human tissue
within a certain period of time. SAR is calculated in units of power per mass (W/kg)
and is given by (1):

SAR = σ |E |2
ρ

[
W

Kg

]
(1)

whereσ is the conductivity of the tissue (S/m),ρ is themass density of tissue (Kg/m3),
and E is the root mean square of electric field strength (V /m).

Numerical simulations are conducted to evaluate the SAR levels of the designed
PIFA. These simulations are carried out using CST microwave studio, with the
reference standard safe levels reported below:

• FCC [13]:

– Body, trunk, head: 1 g-SAR with limit 1.6 W/Kg;
– Limbs: 10 g-SAR with limit 4 W/Kg.

• CE [14]:

– Body, trunk, head: 10 g-SAR with limit 2 W/Kg;
– Limbs: 10 g-SAR with limit 4 W/Kg.

The proposed sensor should work on the human arm; thus, a safe limit equal
to 4 W/Kg is assumed for any 10 g of tissue. The result of the first SAR analysis
performed on the presented PIFA in the flat condition is reported in Fig. 5. The same
multilayer body phantom already used for the antenna design is again adopted for
the SAR simulations.

As it can be observed from Fig. 5, the SAR levels of the initial design exceed the
safe limit of 4 W/Kg, as the maximum SAR value is equal to 8.04 W/Kg. The input
power assumed for simulations is equal to 0.5 W. Although quite high, this value is
chosen as the worst possible condition.
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Fig. 5 SAR analysis for the initial PIFA configuration

4 Reduction of SAR Level

The original PIFA configuration presents a very high SAR level, if considering
the standard safe limits. In order to reduce the SAR value, some modifications are
introduced on the original antenna geometry.

Some approaches exist in the literature to control the SAR levels, for example,
by using metamaterial to restrict the propagation of surface waves within a specific
frequency band and therefore reducing the level of unwanted radiations towards the
human body [15]; or by adopting a Perfect Electric Conductor (PEC) reflector [16]
as a shielding layer between the antenna and human body. An alternative method is
based on a proper choice of the dielectric substrate parameters.

In this work, the antenna is modified in terms of ground plane and substrate
thickness. Indeed, the ground plane is enlarged for better protection towards the
human body, while the substrate thickness is sufficiently increased [17]. A parametric
analysis was conducted to better understand the effect of the ground plane size and
the substrate thickness on the SAR. The results of the parametric analysis are show
in Tables 2 and 3.

Table 2 SAR values at
different substrate thickness

Thickness [mm] SAR [W/Kg]

4 8.05

6 2.81

7 2.75

8 2.66
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Table 3 SAR values at
different ground plane
dimensions (felt = 6 mm)

Ground plane
[mm]

SAR [W/Kg]

20.25 × 25.5 4.18

21.25 × 25.5 3.45

22.25 × 25.5 2.88

30.25 × 25.5 2.81

The final ground plane dimensions are equal to 25.5 × 30.25 mm, while the
substrate thickness is equal to 6 mm. Using this new antenna geometry, the SAR
simulation is repeated, and the enhanced result is reported in Fig. 6.

In this case, the SAR value exhibits a sharp decrease, with a new value equal to
2.81 W/Kg, which is perfectly within the safe limits for humans. It is evident that
the strategy to modify the ground plane and the substrate thickness gives excellent
results, in terms of safe human exposure. Thefinal designwith reducedSARperforms
better than the original design as the power being absorbed by the body is reduced.
The efficiency enhancement can be observed from the improved gain and radiation
patterns of the final design (Fig. 7).

Fig. 6 SAR analysis using the new PIFA geometry
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Fig. 7 Radiation patterns of the original antenna and final design with improved SAR

5 Conclusion

A new miniaturized PIFA design for wearable communication devices has been
presented in this work. The proposed antenna is slightly over one inch in length, and
it covers the entire ISM band (2.4–2.5 GHz). A sideways coaxial feeding mechanism
has been designed in order tomake it easier to integrate the antenna into textiles. SAR
levels of the proposed design have been successfully reducedby a propermodification
of the adopted geometry. The final design is well within the established safety limits
of SAR for wearable applications.
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Generalized Symbolic Dynamics
Approach for Characterization
of Time Series

S. Suriyaprabhaa, Greeshma Gopinath, R. Sangeerthana, S. Alfiya, P. Asha,
and K. Satheesh Kumar

Abstract Various nonlinear methods have been developed to analyze the underly-
ing dynamics of a nonlinear time series. Dynamic characterization using symbolic
dynamics approach has been found to be a good alternative for the analysis of chaotic
time series. As per this method, the given time series is first transformed into a single
bit binary series. The single bit encoding limits its ability to capture the dynamics
faithfully. This paper aims to provide a generalization of the symbolic dynamics
method for better capturing the dynamical characteristics such as Lyapunov expo-
nents of a time series. The effectiveness of the generalized method is demonstrated
by employing a logistic map. The results of the analysis indicate that higher-order
encoding can capture the bifurcation diagrammore effectively compared to the orig-
inal single bit encoding used in symbolic dynamics.

Keywords Chaos · Dynamic characterization · Symbolic dynamics ·
Bifurcation · Logistic map

1 Introduction

The complexity and irregularity observed in nature is becoming an interesting topic
for scientists from various disciplines. There emerges a new way of looking at this
complexity, which is termed as chaos theory. Chaos is the complex behavior exhib-
ited by the nonlinear system due to their sensitive dependence on initial conditions
[1–3]. For a nonlinear chaotic system, the small uncertainty in initial value grows
exponentially and gives rise to unpredictable values in the future. Thus, it is difficult
to predict the long-term behavior of a nonlinear system [1, 4, 5]. Hence, analyzing
such kind of system with their time series is a good alternative [6]. Time series is the
set of all measurements carried out over time which can be used to forecast the future
by the proper knowledge of the past [7]. Nonlinear time series are generally used to
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get information about the dynamical systems. Recently, different alternative meth-
ods have been developed to analyze time series. The role of symbolic description for
dynamics was first recognized byMorse, HaroldMarston [8], and phase space coarse
graining algorithm that transforms a time series into a directed andweighted complex
network presented by Wang and Tian [9]. The empirical mode decomposition and
the Hilbert spectrum for nonlinear and non-stationary time series analysis by Huang
et al. [10] and the Fourier decomposition method for nonlinear and non-stationary
time series analysis by Singh et al. [11] are notable advancements in this field. The
applied aspect of symbolic dynamics—DCSD approach which is the main reference
for our paper was proposed by Freitas et al. [12]. Dynamical characterization using
symbolic dynamics (DCSD) approaches can be used to analyze dynamical system
instead of analyzing with Lyapunov exponents and bifurcation process.

Symbolic dynamics is becoming an influential tool in the study of periodic and
chaotic motion in nonlinear systems [13]. As it provides a natural link between the
chaotic dynamics and information theory, it is used to describe time evolution of a
nonlinear chaotic system [14]. This method usually replaces continuous time series
data with discrete symbols. Even though a lot of informationmay be lost by doing so,
the inherent properties of dynamics like periodicity, chaotic property kept invariant
[15, 16]. Thus, we got a reliable and powerful technique whose application does not
involve many computational resources [17]. With the DCSD approach, each data
point in time series is converted into its equivalent binary values depending on its
value of the data points [12, 18]. Each binary value is merged with its neighboring
binary values and converted to its equivalent decimal values. Each decimal value
represents node N of the network. However, the symbolic dynamics approach cur-
rently employs single bit encoding for transforming a time series into binary series.
This single bit encoding limits its ability to capture the underlying dynamics of a
given time series as demonstrate by Freitas et al. [12]. In order to overcome this
limitation, we propose a generalized symbolic dynamics method and demonstrate
that the generalized approach can more effectively capture the underlying dynamical
characteristics.

2 Generalized Method of DCSD Approach

DCSDmethod [12, 17, 18] introduced by Freitas et al. [12] is found to be a good alter-
native for the analysis of dynamical systems. The aforementioned paper explained the
underlying concepts of DCSD approaches. According to this approach, the median
of the time series data points is calculated first. Those values lie in between the
minimum values and median are treated as “0” and others as “1” to obtain symbolic
binary series. After that, they cluster the first 10 bits (i.e., bin size Bs = 10) and con-
verted them into corresponding decimal values. The process continues by shifting a
bit to 1 unit right till the series reaches its end. Then, the obtained decimal values are
used as nodes of a network, and 2 decimal values adjacent in the symbolic binary
series are connected by an edge. It is observed that the approach cannot faithfully



Generalized Symbolic Dynamics Approach … 55

capture the bifurcation diagram. In this paper, we present a more generalized method
of encoding. Instead of encoding into single bits of 0’s and 1’s, it is extended up to
6-bit encoding, and we tested the approach using logistic map [17].

Time series are generated with a logistic map, the simple, one-dimensional, dis-
crete equation that produces chaos at certain growth rates [19] given by

Xn+1 = r Xn(1 − Xn) (1)

where Xn is the dimensionless measure of population in nth generation, and r is the
growth rate. The positive value of r represents exponential growth [4]. Here, Xn lies
in is between 0 and 1, and the parameter r lies inside [0, 4] [1]. It is a model based
on the common s-curve logistic function that shows how a population grows gently,
then suddenly, before drop off as it reaches its environment’s carrying capacity [20,
21].

For single bit encoding, each component of time series obtained from the logistic
map is converted into symbols of 0s and 1s as per the method proposed by Freitas
et al. [12], and it is illustrated in Fig. 1(a). The black filled circles represent the time
series data points and each data point above Q1 replaced with 1 and rest are with
0. Then, we considered the double bit encoding. As shown in Fig. 1b, for a double
bit encoding (b = 2), we have partitioned the values of time series into four layers,
where the first layer corresponds to values less than or equal to the first quartile
Q1, second layer with values above Q1 and values up to Q2, and the third layer of
values above Q2 and up to third quartile Q3, and the last bin with values above Q3,
respectively. All the time series data point in first layer is replaced by 00, second layer
by 01, third layer by 10, and last layer by 11. The length of the resulting symbolic
binary series will be the twice the length of the original time series. To convert it into
decimal numbers, we have to append the symbolic binary numbers to its adjacent
binary numbers. For a single bit and double bit encoding approaches, the bin size is
varied from 2 to 20, and analysis is done. After that, for convenience, we fix the bin
size as 10. Bin is the series of fixed number of bits we have used for analysis, and bin

Fig. 1 Diagrammatic representation of a single bit encoding, b double bit encoding
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size (BS) is the number of bits we appended each time for the generation of decimal
series. The first segment of bin size Bs bits is converted into a decimal number. After
skipping 2 bits, the second segment is similarly converted into next decimal number
and so on, i.e., symbolic binary series converted into a decimal series.

In general, for b-bit encoding, we will have 2b layers. Data points obtained from
the time series are distributed in these layers. Each data point will be assigned by a
binary value based on the layer in which it is distributed. For a b-bit encoding, every
time series data points are replaced by b-bit binary number to form the symbolic
binary series. For generating decimal series, binary segments are formed by skipping
b-bits until it reaches the end.

The analysis is done as follows:

1. In order to access the effect of bin size, Bs it is varied from 2 to 20 for single
and double bit encoding.

2. We use a bin size of 10 for analyzing 2 to 6 bit encoding.
3. In order to analyze the effect of shift length s of symbolic series, we varied s

from 1, 2, · · ·, 10.
Each sequence is converted into a decimal number which gives rise to decimal series.

3 Result and Analysis

Using Eq.1 of logistic map, time series of length 1000 is generated with r ranging
from 2.5 to 4 at an interval of 0.001, and the initial condition is X0 = 0.1. The
first 500 values were neglected as transients. The remaining values were analyzed
for bifurcation analysis using DCSD approach. The plot of bifurcation diagram of
logistic map X (n) is shown in Fig. 2.

The time series for each value of r is then converted into binary values and then
converted into decimal numbers according to DCSD procedure described in the
previous section.

3.1 The Effect of Bin Size

As a first step, the analysis is carried out by varying the bin size from 2 to 20 for
single bit encoding and double bit encoding. It is observed that the point where the
system starts exhibiting the chaotic behavior remains unchanged irrespective of the
length of the bin size. So, we have taken fixed bin size of 10; hereafter, for analysis,
as varying the bin size does not affect the bifurcation. As explained by Lacerda et
al. [17] and V.L.S. Freitas et al. [12], the single bit encoding of DCSD approach
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Fig. 2 Bifurcation diagram of logistic map obtained directly from time series

Table 1 Range of encoded decimal series for various bin size of double bit encoding

Bin size The possible values of nodes

2 0–3

4 0–15

6 0–63

8 0–255

10 0–1023

12 0–4095

14 0–16383

16 0–65535

18 0–262143

20 0–1048575

fails to faithfully capture the bifurcation diagram of logistic map. The value of the
encoded decimal series represented hereafter as node is given in Fig. 3. The range of
the corresponding encoded decimal series for various bin size of double bit encoding
is given in Table 1.

As can be seen from Fig. 3, our analysis for single and double bit encoding shows
that the bifurcation diagram is not effectively captured for bin size varying from 2
to 20.
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Fig. 3 Plots of nodes versus r for varying bin size a Bs = 2, b Bs = 6, c Bs = 10, d Bs = 14, e
Bs = 18, f Bs = 20

3.2 The Effect of Encoding

To analyze the effect of encoding, as a next step, we varied b-bit encoding for 2b

layers for b = 1, 2, . . . , 6. In all these analysis, a fixed bin size Bs of 10 is used. The
plots of nodes of b-bit encoding against r for b = 1 to 6 are given in Fig. 4. From the
figure, it is clear that the pattern approaches original bifurcation diagram with the
increase in b. It may be noted that by 6-bit encoding, the plots of the nodes almost
faithfully captured bifurcation diagram, whereas single bit encoding introduced by
Lacerda et al. [17] and Freitas et al. [12] fail to capture it effectively.
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Fig. 4 Plot of nodes versus r for various encoding with bin size 10 and b bit shifting for b bit
encoding. b 2 bit encoding, c 3 bit encoding, d 4 bit encoding, e 5 bit encoding, f 6 bit encoding

3.3 The Effect of Shifting of Bin

As we have discussed earlier, the symbolic binary series is converted into decimal
series by segmenting the binary series. At first, we consider a segment of binary
number with bin size Bs and converted it into a decimal number. The next segment is
of same length Bs after skipping the first s bits and so on. In this section, we present
the results of analysis of length of shifting size s. The typical plots of b-bit encoding
with s �= b are shown in Fig. 5. The bin size is fixed to be 10.

It can be seen that distortion occurs in all these figures. Our analysis for various
encoding shows that optimum performance is achieved when shift length s is equal
to the encoding size b as evident from Fig. 4.
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Fig. 5 Plot of nodes against r for encoding length differs shift width. a 5 bit encoding with 4 bit
shifting, b 5 bit encoding with 6 bit shifting, c 6 bit encoding with 5 bit shifting, and d 6 bit encoding
with 7 bit shifting

4 Conclusion

In this paper, we introduced a generalized symbolic dynamics method and demon-
strated the procedure that can better capture the dynamical characteristics of a given
time series. According to the method, a given time series is transformed first into
binary values with b-bit encoding of DCSD approaches by splitting the time series
into m = 2b layers. The resulting binary series is then converted to a decimal series.
We demonstrated that the variation of the bin size in single and double bit encod-
ing could not capture the bifurcation of the original series. Also, at each time when
the bin is shifted less than or greater than b, the encoded series is observed with
distortion. The results of the analysis show that as the order of encoding increases,
the corresponding diagram approaches to original bifurcation diagram. The network
constituted by the nodes of the decimal series will be analyzed in the future to inves-
tigate how the structural properties correspond to the time series parameter.
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Smart Mirror-Based Personal Healthcare
System

V. B. Aanandhi, Anshida Das, Melissa Grace Melchizedek,
Nived Priyadarsan, and A. Binu Jose

Abstract A smart mirror is a device that is an extended and enhanced version of a
conventional mirror. It is a two-way mirror with an inbuilt display behind the glass.
It allows the user to access and interact with various features that can be found in
smart devices, like smart phones and tablets, etc. A smart mirror can display images,
videos, current time, weather forecast, news feed, upcoming appointments, and all
kinds of data supported by a smart device. The existing smart mirror frameworks
were developed just to show time, date, andweather. After some updates, it contained
schedules, alerts, and notices, and later, it got updated with music player and voice
acknowledgment. The smart mirror will be redefined by remembering each and
every aspect and disadvantages of the existing systems. The smart mirror offers
unique features to improve the user experience and system security through biometric
authentication, multimedia capabilities, and customized user profiles. This device
can replace a wide range of household utilities like clocks, calendars, and external
virtual assistants like Amazon Echo, Google Home, etc. The mirror will provide
personalized healthcare services for each of its users. This includes analyzing varying
health patterns of the user, like sleep patterns and body parameters and providing
suggestions to improve their lifestyle. It also displays themedicine timetables of each
user. Thus, it will be beneficial for elderly people and anybody with a busy routine.
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1 Introduction

The world is constantly evolving, and everything around us is developing. As tech-
nology and science progress, we are heading into a more digital lifestyle. We have
got smart cities, smart houses, electric cars, and more. This fast way of life needs
a further advancement of projects, which makes our life much simpler. A mirror is
something that is essential in our day-to-day life to find out how we look. What if
you could have a mirror telling you that it is cold outside, and recommend wearing
a sweater? What if a mirror could monitor your day-to-day life? What if a mirror
could suggest you a better lifestyle? When a mirror is made to do a task in addition
to its normal functionality, with interconnected smart devices and other technologies
with embedded intelligence that offers additional functionality, is what that makes a
mirror smart. There are a few smart mirror projects which have been already devel-
oped. Some of them are Philips HomeLab System, an interactive mirror by Sam
Ewen and Alpay Kasal, HUD Mirror, etc.

The Smart Mirror-Based Personal Healthcare System helps in developing a smart
home and gives a unique environment to the users. It will also provide a set of features
that helps to improve the user’s experience. The system provides security through
biometric authentication and uses IoT that makes devices to work according to the
user’s preferences, thus providing a whole new experience to the user. In addition
to all these, the mirror will also analyze the health status of the user with the help
of the Health Status Prediction feature and a user application and suggest a healthy
lifestyle to the user. Thus, it will be beneficial for the elderly and anybody with a busy
routine. By incorporating these features into a mirror, all the relevant information
can be viewed in such a way that it fits seamlessly with the everyday routine of the
user.

2 Literature Review

In the paper, “Smart Mirror—A Home Automation System Implemented Using
Ambient Artificial Intelligence” [1] by Dhamangi et al. discusses about a smart
mirror which is both interactive and futuristic with artificial intelligence for home
automation as well as it is also helpful in commercial uses and public environments.
Most of the work done by the smart mirror is controlled by the Raspberry Pi. The
basic requirements of the smart mirror are—microphone, speakers, an LCDmonitor
covered with a sheet of two-way acrylic mirror, and it is connected by a Rasp-
berry Pi. The mirror also provides the basic functionalities performed by a smart
device such as displaying of weather, latest updates of news and headlines, local
time corresponding to a particular location, etc. Using voice commands, the user is
able to interact with the mirror. In addition to all these, to make it more user-friendly,
Remote Configuration Tool (RCT) is also created to help the user with the working
of the mirror.
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In “RaspbianMagicMirror—ASmartMirror toMonitor Children byUsingRasp-
berry Pi Technology” [2] by Siripala et al. contains information related to smart
mirrors with reference to problems faced by parents/guardians nowadays in moni-
toring their children while they are away at work. In that case, a demand arises for
a system which can be easily handled, and at the same time, it should be smart in
accordance with rapid advancements in technology. This system is based on Internet
of Things (IoT) by using Raspberry Pi technology. It is a smart mirror which will
have the ability to display all the advanced details and connect with the user with
the help of an Android application. Even though many smart mirror-related projects
have been already developed, RaspbianMirror which is demonstrated in this paper is
much more interactive and advanced; moreover, it primarily targets working parents.
The Raspbian Magic Mirror, in addition to displaying all the basic details, it will
help the parents to monitor their children and assist them in their studies. This mirror
can also be used as an ordinary mirror that will make day-to-day life easier, which
is also an integral part of home automation.

The paper “Smart Mirror using Raspberry Pi” [3] by Pathak et al. contains details
about the design and development of a smart mirror using Raspberry Pi with addi-
tional features such as face recognition for security and smart unlocking process.
Here, they aim to create a system where the face is detected using OpenCV. The
mirror will identify user’s face, and it will be processed using Raspberry Pi and then
displays that user’s details. User’s image will be stored in a database. The mirror
will also display basic details like weather, time, date, etc. The concept of Internet
of Things (IoT) is another domain of this mirror.

By referring the above research papers, keeping inmind all themerits and demerits
of the existing systems, we have designed and developed a smart mirror that provides
easy access for a person to receive all the information that could affect how they
prepare for the day. Through the use of LED displays and a two-way mirror, weather,
time, date, news, and other useful information is available at a glance. The smart
mirror offers unique features to improve the user experience and system security
through biometric authentication (Facial Recognition) and customized user profiles.
The mirror will also provide personalized healthcare services for each of its users by
reminding them of their medicine schedules and suggesting them a healthy lifestyle
based on his/her sleep patterns and body parameters. Thus, it will be beneficial for
the elderly and anybody with a busy routine. By building these features into a mirror,
it is possible to present the relevant information in such a way that it will seamlessly
blend together with the user’s daily routine.

3 Facial Recognition

A facial recognition system is generally a system that is capable of verifying or
identifying a user fromadigital image. It is usually used to increase the security of any
standard system that requires biometric authentication. It can also be compared with
other biometrics, for example, fingerprint and iris recognition systems. The accuracy
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of the iris recognition and fingerprint systems is much more as compared to facial
recognition system, but still it iswidely adopted inmany systems due to its contactless
and non-invasive process. Recently, it was known for commercial identification and
as a marketing tool. There are many algorithms used to implement facial recognition.
The main role of these algorithms is to pick specific details in a person’s face such as
shape of face, chin, etc. convert them into mathematical representations and compare
it with data in the database. The data collected from a particular face is called face
template, and it is often different from normal photographs because it contains details
that can be used to distinguish one face from another.

In our system, facial recognition is used mainly for identification of the user and
for creating customized user profiles. Firstly, the owner of the system is given an
admin panel, through which he/she can add as many users as they want, into the
system. The owner can register a user into the smart mirror system and give the user
a unique ID. When a user stands in front of the mirror and if the user is using the
mirror for the very first time, then the camera captures the image of the user, and it
will be stored in the database whichwill be referred in future. The ID given to the user
will be used for two purposes: one is for registering in the Android application, and
secondly, it will be used to generate a user profile, which contains all details related
to that user, for the newly registered user. Once the user registers in the Android
application, certain inputs will be taken from the user’s side. There are a total of
seven inputs taken, in which four of them are user inputs and remaining three are
user sleep parameters, which are explained further later on. These are just one time
processes; the next time when the same user wants to use the mirror, the camera
captures the user’s image and identifies the user. Finally, after the identification, the
user’s profile is activated, and the rest of the functionality will be done according to
the user’s preference.

If the registered user has to log into the system, then he/she has to be authenticated
first. To achieve this, we use:

• Face Detection
• Face Recognition

3.1 Face Detection

Each person registered into the system has an initial training set of ten images. The
size of the training set has to be increased for improving accuracy, and for this, Image
DataAugmentation technique is used. The ImageDataAugmentationmethod creates
different forms of the images in the training dataset, which results in the expansion
of the training dataset. The different versions of the image created by this technique
will belong to the same class as the original image. The training dataset is expanded
so that the ability and the performance of the model to generalize can be improved.
The same process was applied on the test set as well.

The Image Data Augmentation techniques used on the distinct images were:
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• Horizontal Shift
• Vertical Shift
• Random Brightness
• Random Zoom

Face detection is used to detect the face in the given image. From the video stream,
we extracted a frame, and this frame is preprocessed to obtain an image blob. This
image blob is given to our extractor, which is a pre-trainedCaffe deep learningmodel.
This model localizes the faces in the image blob and returns the face coordinates.
Then, these face coordinates are given to an embedder which is again another pre-
trained model called OpenFace deep learning model. This embedder generates 128
D face vectors via triplet loss function, and these vectors act like the summary of the
face.

3.2 Face Recognition

It is a process of verifying or identifying a person from a video source. We have used
a SVMmodel for facial recognition. The SVMmodel is trained using the 128 D face
vectors of the images in the training set. The 128 D face vectors of a person generated
by embedder are given to the SVM model. The SVM model based on Euclidean
similarity measure will classify the face as ‘unknown’ if it is an unregistered user
and classifies a registered user under his/her name (Figs. 1 and 2).

4 Personalized Healthcare Services

In this fast-growing world of technological innovation and knowledge, one of the
most common symptoms felt in the thirdmillennium is anxiety and immense pressure
due to a busy lifestyle. Some of the most common effects of busy lifestyles are
unhealthy and chaotic nutrition, restless or insufficient sleep, and lack of sport and
physical activities. The tendency of ignoring health or giving less attention towards
one’s personal health will always resort to major health problems. So we designed a
system that will suggest the user a better lifestyle based on their health parameters.

The main feature of Smart Mirror-Based Personal Healthcare System is User
Health Monitoring, and its main aim is to accept certain parameters from the user,
and based on these inputs taken, the systemwill tell the user whether the user’s health
is good or degrading. If the user has degrading health, then the system will suggest
them a better lifestyle.

To implement this feature, we have two modules, they are:

(1) Health Status Prediction
• Sleep Pattern Recognition Model
• Body Parameter Prediction Model
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Fig. 1 Face Recognition
feature successfully
recognizing the face of a
registered user

Fig. 2 Face Recognition feature successfully rejecting the face of an unregistered user
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(2) Android Application

The models for Health Status Prediction resides in the server. The user inputs
and user sleep parameters generated from the Android application are send to these
models via post requests. The Sleep Pattern Recognition model predicts the user’s
sleep status, whether user is having good, bad, or moderate sleep, based on the user
sleep parameters. The Body Parameter Prediction model predicts the user’s body
parameters, like BMI and BMR, based on the user inputs. The predicted values of
BMI and BMR are compared against their standard ranges to ultimately conclude
whether the user is physically healthy or not. The results from both these models are
analyzed together to obtain the final health report or improvised lifestyle suggestions.
The final health report of the user is send back to theAndroid application by the server
as the response.

4.1 Health Status Prediction Using Machine Learning

In SmartMirror-Based Personal Healthcare System, the aim of using the health status
prediction feature is to know the health status of the user. When seven inputs that
is generated by the Android application is received by the health status prediction
models residing in the server, they will be analyzed, and whatever be the health
status, it will be displayed on the mirror as well as in the app. In order to analyze the
inputs, both classification and regression are performed.

In order to train our models for both classification and regression, respectively,
we used a dataset, which was customized from the ISRUC-Sleep Dataset. The data
in this dataset was collected from human adults, including healthy subjects with
sleep problems and subjects with insomnia-medication effects. Each recording has
been selected from the PSG recordings collected by the Coimbra University Hospital
(CHUC) sleep medicine center. The dataset consists of three classes of results:

• Data for 100 subjects, with one recording session per subject.
• Data obtained from 8 subjects, two recording sessions were held per subject.
• Data obtained from a single recording session for ten healthy subjects.

Sleep Pattern Recognition Model (SVM)

In machine learning, the Support Vector Machine (SVM) is a supervised learning
model which is associated with learning algorithms that analyzes the data used for
classification (differencing between groups), regression (creating a mathematical
model to predict certain things), and even outlier detection. Linear SVM works by
drawing a line between two groups. The aim of SVM is to mention a hyperplane
which maximizes the margin between different classes.

In our project, SVM is used to performmulticlass classification in order to predict
whether the user’s sleep is good, bad, or moderate based on the user’s sleep parame-
ters. In the beginning, we tested the dataset with six algorithms that is Naïve Bayes,
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Logistic Regression, KNN, Random Forest and Decision Tree and SVM gave the
highest accuracy (0.89655) among the six. So, to perform classification, we opted
the SVM algorithm.

Body Parameter Prediction Model (RF Regressor)

Random Forest is a combination technique that can be performed for both regression
and classification tasks using multiple decision trees. In our project, regression is
used to predict the user’s body parameters, that is, Body Mass Index (BMI) and
Body Metabolic Rate (BMR) based on the user inputs (age, weight, height, gender).
For performing regression, we tested our dataset with two algorithms, that is, Linear
Regression and Random Forest Regressor algorithm. Ultimately, Random Forest
Regressor algorithm was chosen as it gave the lowest root mean squared error.

Body Metabolic Rate determines the amount of calories that get burned when
a person remains at rest. To calculate BMR, we used a formula which is different
for both males and females. The equation we have used here is Harris–Benedict
equation, it is given as follows:

For females:

BMR = 665.1+ (9.6× weight in kg)

+ (1.8× height in cm)− (4.68× age in years) (1)

For males:

BMR = 66.47+ (13.7× weight in kg)+ (5× height in cm)− (6.78× age in years)
(2)

The BMR range of both males and females is as follows:

• For females: 1400–1550 cal
• For males: around 1800 cal

If the calculated BMR is high, then it means that the user’s metabolic rate is also
high, indicating that more calories will be burned, and hence, the weight of the user
decreases. When BMR is too high, then more calories will be burned, and the user
will eventually become too thin, and if BMR is too low, then user will become obese.
For a healthy lifestyle, it is advisable to maintain a moderate BMR.

Body Mass Index (BMI) is the person’s weight by their height squared. The
equation is as follows:

BMI = weight

height2
(3)

It is used to check if the person’s weight is appropriate to his/her height. If the BMI
is less than 18.5, then the person is said to be under weight. If the BMI is between
18.5– 24.9, then the person has normal weight. If the BMI range is from 25.0 to 29.0,
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then the person is said to be overweight, and range above 30 means that the person
is obese.

4.2 Android Application

In SmartMirror-Based PersonalHealthcare System, themain function of theAndroid
application is to generate inputs. Once the user registers in the Android application
using their unique ID, certain inputs will be taken from the user. There are a total
of seven inputs taken in which four of them are user inputs, and remaining three are
user sleep parameters. The user inputs are: gender, age, height, and weight. The user
sleep parameters are Total Time in Bed, Total Awake Time, and Total Sleep Time.
The sleep parameters are explained as follows:

• Total Awake Time: Total time the subject was awake from the beginning and till
the end of the whole session.

• Total Sleep Time: Total time the subject was asleep from the beginning and till
the end of the whole session.

• Total Time in Bed: Total time in bed of a subject is the sum of how many minutes
was he/she awake (Total Awake Time) and how many minutes was he/she asleep
(Total Sleep Time) during the time he/she got in bed and got out of bed.

Whenever the user uses this application, two main questions will be asked which
are: “When do you go to sleep?” and “When do you wake up?” The user needs to
set the time and press the “Track Sleep” button for sleep tracking to start. Even if
the user forgets to press the button, the sleep tracking will automatically start at the
“When do you sleep?” time set by the user. It is to be noted that before going to sleep,
the user should place the phone on their mattress in such a way that it does not fall
off easily. When the user gets up the very next day, he/she will get the sleep results
of the previous night and his/her health report in the app. For example, if the user
gave 11 pm as the “When do you sleep?” time and “When do you wake up?” time as
6 am, then the duration from 11 pm to 6 am is 7 hrs and that will be taken as our first
parameter, i.e., Total Time in Bed. The next parameter is Total Awake Time, and to
calculate this, we should know how long the user has used their mobile phone in this
duration. To calculate this, we have introduced two factors: accelerometer sensor and
screen activity. The accelerometer sensor is used to detect the device motion, and the
screen activity is to check whether the screen is on or off.

There are users who suffer from sleep disorders, where they are extremely
disturbed in their sleep. They turn about in their sleep, wakeup abruptly, etc. When
user’s phone screen is on in the 7 hrs duration, we assume that user is using the phone.
Suppose user’s phone screen was off, then we assume that the user is not using the
phone. But in order to detect disturbances in their sleep and even when their phone
is off, accelerometer sensor is used. While the user sleeps, the accelerometer sensor
detects slightest disturbances made by the user. If the disturbances go on for more
than an hour, it means that the user is highly disturbed in their sleep and could be
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suffering from sleep disorders like sleep apnea, restless legs syndrome, insomnia,
REM sleep behavior disorder, etc. When phone screen is off, accelerometer sensor is
activated else screen activity is activated. The time intervals for which accelerometer
sensor and screen activity were in action, respectively, are added together to obtain
the Total Awake Time.

Thus, the second parameter is calculated. So, as of now, we have two parameters,
and from this, the third parameter is calculated, i.e., Total Sleep Time. TheTotal Sleep
Time is calculated as the difference between the Total Time in Bed and Total Awake
Time. We have now obtained all the seven inputs, and using a post request, these
inputs will be send to the health status prediction models (Sleep Pattern Recognition
Model and Body Parameter Prediction Model) which are residing inside the server.

4.3 User Prescription Alerts

This feature of our system mainly allows a user to add or remove reminders about
his/her medicine intake through the Android application. According to this infor-
mation, the mirror will display the medicine prescription whenever user’s face is
recognized and their profile gets activated, thereby alerting the user about their health
(Fig. 3).

5 Home Automation Using IoT

Another main feature of our project is home automation using IoT. This smart mirror
is meant to simulate all of the normal mirror interfaces. The regular mirror andmirror
functionality are demonstrated using a two-way acrylic mirror. A flat LED monitor
that is powered by Raspberry Pi is used for display. The Raspberry Pi runs Python
scripts that send requests using different protocols. It is through these requests, the
NodeMCU take input on whether to turn on/off different relays that control each
appliance in the user’s home. NodeMCU is a microcontroller programmed using
Arduino IDE. Each pin can be set as input or output. Themicrocontroller is connected
to the Internet with a built-in Wi-Fi module. The requests from the Raspberry Pi
are received by the NodeMCU which would be already preprogrammed on how to
respond to each call through its IDE. The relays are the most basic part of the IoT
system. The connections would be in a “Normally Open” sequence which basically
means that the relay will close and complete the circuit if it gets turned on by the
microcontroller and vice versa. Thus, it works as a controllable switch. When user’s
profile gets activated after user identification, his/her home appliances, like lights,
A/C, etc., will start to work according to their preferences.
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Fig. 3 Mirror displaying
user Anshida’s sleep status
and medicine prescriptions

6 Conclusion

The smart mirror is a smart home device that helps the users to store their day-to-
day events and reminders to keep them updated. It also helps the user to replace
clock, calendar, and smart home assistants with a single device. In the world of
connected devices today, safety cannot be compromised; hence, the mirror makes
use of facial recognition for identifying the user. The smart mirror integrates several
impressive features and is user and developer friendly. The home automation feature
provides a highly personalized experience for the user, where users can set their
preferred appliance settings, and these settings will be activated once the user’s
profile in the mirror is activated. It can be improvised further depending on the
strength of the household equipment and access to personalized information services.
The smart mirror allows its users to experiment with it and encourages the users to
customize the device based on their personal needs. It successfullymonitors the user’s
body parameters and sleep patterns through the personalized healthcare feature and
suggests them a better lifestyle.
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7 Future Scope

Sleep plays a crucial role in our daily lives, and it is an essential factor that people
overlook while considering their overall health. Studies have shown that lack of
sleep or disrupted sleep cycles can lead to sleep disorders and other critical medical
conditions, including heart disease, diabetes, and obesity. Keeping this in mind, we
have come up with the innovative design of a highly cost-effective smart mirror that
provides personalized healthcare services based on sleep. Our smart mirror analyzes
real-time sleep patterns of the user and keeps them updated about the quality of
their sleep and the possible health risks that they are bound to face if they have a
low-quality sleep cycle. The mirror also provides different solutions with which the
user can overcome their insomniac state.

The mirror does not limit itself to the user’s sleep, but along with it, it also
considers important body parameters, like BMI and BMR, and uses them to generate
a health report which gives the user a complete overview of their health. It also
reminds the users to take their medications on time. The home automation feature
provides a highly personalized experience for the user, where users can set their
preferred appliance settings (dim the lights, start light music, lock doors, switch
off other appliances), which helps them to get proper sleep, and these settings will
be activated once user’s profile in the mirror is activated. In future, with the aid of
evolving smart mirror technology, further progress can be made by converting it to
touch screen mode. On advanced integration with the medical field, the smart mirror
can help doctors to get first-hand data about their patient’s sleep patterns, as well as
other parameters necessary to make a proper diagnosis. This improves the overall
effectiveness of the smart mirror as it involves the user into the whole experience.
This system can also be made to help people set daily fitness goals and can be linked
to wearables which will help in getting more first-hand activity of a person.

In addition to the existing ones, more widgets can be added to the smart mirror,
and to increase the security, thumb impressions can also be used along with the
facial recognition technology. The home automation feature of the mirror can be
improvised further depending on the strength of the household equipment and access
to personalized information services. With better advancement in technology, smart
mirrors can also be used in other fields such as business, marketing, fashion, and so
on.
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On–off Thinning in Linear Antenna
Arrays Using Binary Dragonfly
Algorithm

Ashish Patwari, Medha Mani, Sneha Singh, and Gokul Srinivasan

Abstract The aim of this work is to study the suitability of two newly introduced
bio-inspired algorithms, namely the dragonfly algorithm (DA) and the salp swarm
algorithm (SSA) for thinning a linear antenna array. In array thinning, a fully popu-
lated array is chosen as a starting point, and a thinned array is obtained through
careful deactivation of select sensors such that the residual active sensors enable the
array to achieve a desired side-lobe performance. In this paper, we apply the binary
versions of DA and SSA, namely the binary dragonfly algorithm (BDA), and the
binary salp swarm algorithm (BSSA) to thin a symmetric linear array with uniform
inter-element spacing of half wavelength. Extensive simulations were performed in
MATLAB by considering arrays of different sizes. The results obtained from BDA
and BSSA were compared against those obtained from the binary versions of two
benchmark algorithms, namely the genetic algorithm (GA) and the gray wolf opti-
mizer (GWO). Relative side-lobe level (RSLL) and filling percentage were used as
performance comparison metrics. It has been observed that both BDA and BSSA
offer promising results in line with BGA and BGWO. More specifically, BDA was
found to be faster than BSSA.

Keywords Array Synthesis · Binary Dragonfly Algorithm (BDA) · Binary Salp
Swarm Algorithm (BSSA) · Linear antenna arrays · Relative side-lobe level
(RSLL) · Thinned arrays

1 Introduction

Sensor arrays have long been used in radar, sonar, wireless communications, medical
imaging, astronomy, and many other fields of study; as they offer better directional
properties than a single sensor. A sensor array is formed by arranging at least two
sensors according to a specific geometric layout. A linear array is the most basic and
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straightforward method to obtain a sensor array. Active or adaptive arrays have the
ability to adjust their radiation patterns according to the changes in the signal envi-
ronment and could, therefore, overcome noise, intentional jamming and interference
using techniques such as beam-steering and null-steering [1].

The radiation pattern of an array represents the spatial directions along which it
radiates/receives energy and is characterized by parameters such as the main lobe
width and side-lobe levels (SLL). The height of the side-lobes relative to the main
lobe height is known as relative side-lobe level (RSLL) of the array. A uniform linear
array (ULA) with uniform amplitude weighting across all its elements has an RSLL
of approximately −13 dB. High values of RSLL are not desired as the presence of
active interferers or intentional jammers in the side-lobe region can compel the array
to receive high amounts of unnecessary energy from undesired directions [2]. Hence,
in many practical applications, it is desired to have low RSLLs [3].

Density tapering or array thinning is a combinatorial technique used to determine
the optimal ON–OFF pattern (thinning pattern) for individual array elements such
that the thinned array achieves a desired side-lobe performance. After thinning, a
few elements over the array’s span remain turned-OFF, thereby causing variations
in the density of the array. This process breaks the inherent periodicity among array
elements and therefore disrupts the nature and extent of sidelobes.

Though thinning remained an active research topic for the past few decades, it
has assumed even more importance in the modern era. With the advent of Internet of
Things (IoT) and fifth-generation (5G) communication in recent years, a plethora of
devices are densely packed in a given area (say, a living room or a hotel lobby). SLL
minimization plays a major role in reducing the interference between such closely
spaced devices [4–7]. The choice of millimeter wave frequencies (above 10 GHz)
for 5G has paved a way to accommodate large antenna arrays (with hundreds of
elements) within a small space, thanks to the tiny wavelengths [8]. Antenna arrays
and associated signal processing techniques are geared up to play a big role in the last
mile of 5G/6G networks [9, 10]. The properties of linear antenna arrays in relation
to the millimeter wave frequencies have been studied in recent years [11–14].

Evolutionary and swarm-based algorithms have been applied extensively for array
pattern optimization. Techniques such as genetic algorithm, particle swarm optimiza-
tion, invasiveweed optimization, fruit fly optimizer, graywolf optimizer, flower polli-
nation algorithm, grasshopper optimization, ant lion optimization, and many others
have been applied for array synthesis [3, 15–25]. A comprehensive review about the
use of various nature inspired algorithms for linear array synthesis was reported in
recent years [26]. It is not uncommon to see the use of hybrid algorithms (obtained by
combining the best features of two different algorithms) for array synthesis [27–29].
However, as per our current knowledge, salp swarm optimization [30] and dragonfly
algorithms [31] have not been studied for linear array thinning. As widely known
from the No-Free-Lunch (NFL) theorem in optimization theory [32], there is no
single algorithm that can solve all optimization problems. In other words, not all
algorithms are equally effective against a given objective function. Therefore, there
is always a scope to test the suitability of newer algorithms in optimizing a particular
objective function.
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The rest of this paper is organized as follows: Section 2 presents the array model.
Section 3 presents a brief review of various bio-inspired algorithms considered in
this paper. Section 4 outlines the methodology followed for simulations. Section 5
presents the numerical simulation results and Sect. 6 concludes the paper with a few
future directions.

2 The Array Model

In this section, we present the array model considered for this study. A symmetric
linear antenna array with M = 2N elements is considered along the x-axis as shown
in Fig. 1. There are N antenna elements on either side of the origin. The array is
assumed to be steered toward the broadside (azimuth steering 90° and elevation
steering 0°). An inter-element spacing of half wavelength is assumed.

The array factor of such a symmetric linear array with a uniform inter-element
spacing of d is given as follows

AF(u) = 2
N∑

n=1
wn cos((n − 0.5)kdu), (1)

where wn denotes the binary (on–off) element weights, k = 2π/λ denotes the wave
number, and u = cosφ denotes the u− space in the azimuth range of 0

◦ ≤ φ ≤ 180
◦
.

The term (n − 0.5)d denotes the position of the n th sensor along the array axis, and
by default, d = λ/2 is assumed. The cost function for SLLminimization in the above
array is given by

C = min
(
max

(
20 log10(AF(u))

)); λ
Nd ≤ |u| ≤ 1, (2)

Fig. 1 Symmetric linear
antenna array with 2 N
elements
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where λ
Nd ≤ |u| ≤ 1 denotes the side-lobe region in the u− space that starts soon

after the first null. The aim of this work is to minimize this cost function using the
bio-inspired algorithms in question.

3 Brief Review of Algorithms Used

Bio-inspired algorithms are inspired from nature or biology. In particular, swarm
optimization algorithms are based on the social or collective behavior of a group
of animals. Here, we briefly describe the main features of the four bio-inspired or
meta-heuristic algorithms that we considered in this paper.

3.1 The Genetic Algorithm (GA)

The genetic algorithm (GA) is one of the oldest evolutionary algorithms and has
been largely accepted for optimization problems. It is based on Darwin’s evolution
theory. The GA and its parts, i.e., selection, crossover, mutation, fitness, and elitism
in relation to antenna array optimization have been widely studied in literature [2,
3, 16]. This algorithm has been widely used for array thinning, phase-only nulling,
beam-forming, and many other array synthesis applications.

3.2 The Gray Wolf Optimizer (GWO)

Gray wolf optimization (GWO) is a meta-heuristic algorithm that mimics the social
hierarchy and hunting mechanism of gray wolves [21, 33]. The hierarchy of gray
wolves is as follows: the leaders are male and female, called alpha (α) wolves. The
second level within the hierarchy comprises the beta (β) wolves. These are followed
by delta (δ) wolves. Finally, the least-ranked gray wolves are the omega (ω). The
position of the wolves leading the pack has to be followed by the remaining wolves.
The main steps followed by gray wolves while hunting are as follows: (i) tracking,
chasing, and approaching the prey, (ii) cornering and immobilizing the prey, and (iii)
attacking the prey.

3.3 The Dragonfly Algorithm (DA)

Dragonfly algorithm (DA) is yet another meta-heuristic algorithm developed in the
recent times [31]. It is inspired by the food searching behavior of dragonflies. In
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this algorithm, dragonflies reach the food source by using five important processes,
namely separation, alignment, cohesion, food attraction, and enemy repulsion.

Dragonflies move in swarms mainly for two purposes: hunting and migration.
Hunting swarm is called the static (feeding) swarm and represents the exploration
phase. Themigratory swarm is called a dynamic swarm and indicates the exploitation
phase. In static swarm behavior, the dragonflies fly back and forth in small groups
to hunt for other flying insects over a smaller area. It is characterized by local move-
ments and abrupt changes in the flying path. In the dynamic swarm, a huge number
of dragonflies come together to migrate in one direction over long distances. The
mathematical equations and calculations related to the algorithm can be found in
[31]. However, a few important definitions are repeated here for easy understanding.

Separation, alignment, and cohesion are the basic traits of any swarm. Apart from
these, attraction to food and avoidance of enemies are the additional features in
dragonfly algorithm. Separation defines the distance between individual dragonflies
and helps in avoiding collisions. Alignment is the ability of an individual tomatch the
speed of the swarm. Cohesion is the binding force that glues the entire swarm closer
to the center of mass. The separation, alignment and cohesion of the pth individual
with the rest of the swarm are defined as follows:

Sp = −
K∑

q=1
Y − Yq

Ap =
K∑

q=1
Uq/K

Cp =
(

K∑

q=1
Yq/K

)

− Y,

(3)

where Y denotes the position of the individual dragonfly in consideration. Yq denotes
the position of the q th neighboring dragonfly. K denotes the number of neighboring
dragonflies. Uq is the velocity of the q th neighbor. The other two parameters, i.e.,
attraction to food and enemy repulsion of the p th individual are given by

Fp = Y+ − Y
Ep = Y− + Y,

(4)

where Y+ is the position of the food source, and Y− is the enemy position. The above
five parameters control the behavior of the swarm of dragonflies. The movement of
individual dragonflies within the search space is governed by the step vector (	Y )

and the position vector (Y ). The step vector is similar to the velocity vector of the
particle swarm optimizer (PSO) and defines the direction along which the dragonfly
is moving. The step vector of a particular dragonfly is given by

	Yt+1 = (
sSp + aAp + cCp + f Fp + eEp

) + w	Yt , (5)
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where t is the current iteration number. A total of six weights are used to update the
step vector. The inertial weight w is multiplied to the current step vector in order to
get the updated step vector. The position vector is then obtained using the step vector
and is given as

Yt+1 = Yt + 	Yt+1. (6)

Unlike the GWO, it can be seen that there is no hierarchy among dragonflies in the
DA algorithm.

3.4 The Salp Swarm Algorithm (SSA)

The salp swarm algorithm (SSA) is one of the recent meta-heuristic algorithms that
imitates the social behavior of salp swarms while navigating and foraging in oceans
[30]. A new binary version of the SSA, namely the BSSA, has been proposed recently
to solve discrete or binary optimization problems [34]. Salps have see-through barrel-
shaped bodies and belong to the Salpidae family. They resemble jelly fishes in their
movement and tissue structure. Salps are known to form the largest swarm among all
creatures on the planet. A swarm of salps is called as a salp chain. The salp swarm
algorithm (SSA)mathematicallymodels the salp chains. Firstly, the swarm is divided
into two groups: leader and followers. The leader salp is at the front of the swarm.
The remaining salps in the rest of the swarm are referred to as followers. The leader
guides the salp chain toward the food source F within the search space.

The mathematical formulation and details about the algorithm can be found in
[30]. However, we repeat the definitions of a few important parameters here for easy
reference. The position of the leader salp is updated using the following equation

x1i = Fi + k1((ubi − lbi )k2 + lbi ); k3 ≥ 0.5
x1i = Fi − k1((ubi − lbi )k2 + lbi ); k3 < 0.5,

(7)

where the subscript i indicates the i th dimension. x1i denotes the position of the
leader, Fi denotes the position of the food source, ubi is the upper bound, and lbi
is the lower bound. k1, k2, and k3 are random numbers. Among them, k1 is the most
important parameter as it balances the exploration and exploitation phases of the
SSA. It is given by the following expression

k1 = 2e−( 4l
L )

2

, (8)

where L is the maximum number of iterations, and l denotes the present iteration.
As the iterations of the SSA progress, the value of k1 is adaptively decreased so that
the algorithm first explores the search space and then exploits it. Parameters k2 and
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k3 follow a uniform distribution between 0 and 1. They help in deciding the step
size and also whether the next position proceeds toward positive infinity or negative
infinity. The position of the m th follower in the i th dimension is updated using the
following equation.

xmi = xmi +xm−1
i

2 , (9)

where m > 1. It is known that m = 1 corresponds to the leader salp. Equation (7)
shows that the position of the leader is updated only on the basis of the food source.
The salp chain can be simulated using Eqs. (7) and (9). To achieve global optimiza-
tion, the SSA updates the food source position F with the location of the leader salp
in each iteration so that the remaining salp chain can chase the food source. It can
be observed that the SSA algorithm is simple and easy to implement; as it has only
one major parameter to control, namely, the k1 value as given in Eq. (8).

4 Proposed Method and Methodology

As mentioned earlier, due to array symmetry, it is sufficient to optimize the right half
of the array in order to obtain the thinning pattern of the whole array. In addition, it
is assumed that the first sensor and the N th sensor on the either side of the array are
always ON. These sensors do not participate in the thinning process so as to preserve
the array aperture. Therefore, the array thinning problem essentially boils down to
optimizing the right half of the array (barring the first and the last sensor). Therefore,
only N − 2 array elements or binary variables remain to be optimized.

The cost function for SLL minimization defined in Eq. (2) serves as an objective
function to the optimization algorithms. Various on–off combinations of the array
elements are generated randomly to act as the initial population for the algorithms.
The fact that the first and the last elements are always ON acts as a constraint on the
objective function. This constraint ensures that the array aperture remains unaltered
during the thinning process. Hence, the angular resolution and beam-width of the
array remain intact. This constraint is generally referred to as the fixed first null
beam-width (FNBW) constraint.

The four algorithms considered here (i.e., the genetic algorithm, the gray wolf
optimizer, the dragonfly algorithm and the salp swarm algorithm) are applicable
only for solving continuous problems in their original forms. However, array thin-
ning is a discrete problem and needs binary algorithms. Therefore, a V-shaped
transfer function has been used to determine the position vectors as needed for binary
algorithms.

Symmetric arrays with 20, 60, and 100 elements were considered for thinning.
Simulations were carried out in MATLAB 2016a. No additional toolboxes were
needed. The filling percentage and RSLL were considered as metrics for comparing
the performance of different algorithms. The filling factor ( f ) is defined by
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f = eon
etot

, (10)

where eon denotes the number of ones (active antennas) in the thinning pattern, and
etot denotes the total number of active antennas before thinning. In principle, etot = N ,
if the thinning pattern of the right side alone is considered. The filling percentage
can easily be evaluated using the above filling factor.

Figure 2 gives an overview of themethodology followed forMATLABcoding and
simulations. The population size for each algorithmwas taken as P = 50.Completion
of hundred iterations or reaching a cost of −50 dBi was set as the stopping criteria

Fig. 2 Simulation methodology
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for each algorithm. The MATLAB command [ones (P,1) round (rand (P, N−2))
ones (P,1)] was used to generate the initial random population needed for various
algorithms.This commandcreates P binary vectors, eachmadeof N binary variables,
representing the initial thinning patterns.

5 Results and Discussion

This section describes the numerical simulation results obtained by following the
methodology mentioned above.

5.1 Broadside Arrays

As a starting point, the BDA algorithm was used to thin a symmetric linear array of
20 elements (M = 20). Figure 3 shows the results of thinning. The optimal thinning
pattern of the right half of the array is obtained as 1,111,111,101. Only half of the
array is represented here as the exact same behavior is observed on the other half
due to symmetry. Also seen in Fig. 3 are the array radiation patterns before and

Fig. 3 Array pattern of the 20-element linear array before and after thinning
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Fig. 4 Array pattern of 60-element symmetric linear array before and after thinning

after thinning. The optimum RSLL obtained is −15.53 dB, which accounts to a
2 dB improvement over the uniform array. After getting a basic idea of on–off array
thinning from the above simulation, the methodology was extended to larger antenna
arrays.

In a similar manner, Fig. 4 shows the thinning results for a 60-element symmetric
linear array. It can be seen that this array provides further improvement in the SLL
performance compared to the 20-element array. The RSLL is −18.54 dB which is
nearly 6 dB better than the uniform array of same size. The filling factor is f =
0.83 indicating that 83% of the elements in the thinned array are active. Figure 5
shows the thinning pattern for a 100-element array. The 100-element array provides
a sidelobe of almost −20 dB.

Table 1 summarizes the array thinning results obtained from the four algorithms,
namely the BGA, the BGWO, the BDA, and the BSSA, by considering arrays of
size 20, 60 and 100 elements, respectively. In Table 1, ar indicates r consecutive
occurrences of the symbol a. This notation is only for concise representation.

It can be observed from Table 1 that the two new algorithms in question, i.e., the
BDA and the BSSA offer comparable results as the benchmark algorithms, i.e., the
BGA and the BGWO. It can be seen that the SLL performance is more or less similar
among all the algorithms and is in agreement with the results reported in existing
literature [35].
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Fig. 5 Array pattern of 100-element symmetric linear array before and after thinning

Table 1 Optimal thinned patterns for various array sizes

Array
size

Algorithm Right half of the thinned array SLL
(dB)

% Filling

20 BGA [18, 0, 1] −15.53 90

BDA [18, 0, 1] −15.53 90

BSSA [18, 0, 1] −15.53 90

BGWO [17, 0, 12] −14.88 90

60 BGA [114, 0, 13, 0, 14, 02, 15] −18.11 87

BDA [118, 0, 13, 02, 1, 0, 14] −18.83 87

BSSA [117, 0, 13, 0, 12, 02, 14] −18.55 87

BGWO [117, 0, 1, 0, 13, 0, 12, 0, 13] −18.26 87

100 BGA [126, 0, 1, 0, 12, 0, 13, 0, 12,
0, 15, 03, 13]

−18.64 84

BDA [123, 0, 16, 0, 12, 0, 13, 03, 1, 0, 13, 0, 14] −19.77 84

BSSA [127, 0, 15, 0, 1, 0, 1, 0, 12, 03, 17] −19.21 86

BGWO [123, 0, 15, 0, 12, 02, 13, 0, 14, 02, 1, 0, 14] −19.24 84
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Wehave also compared the time takenbyeach algorithm to complete 100 iterations
by executing each program 20 times on a laptop with 8 GB RAM and i5 processor. It
was found that BGA, BGWO, and BDA needed less than 5 s for execution, whereas
BSSA needed more than 100 s. Hence, in terms of speed of execution, the BDA
outperforms the BSSA.

5.2 Beam-Steered Arrays

Many-a-times, it is needed to be able to steer the array’s main lobe toward a desired
direction in order to maximize the radiation toward a particular source or user. This
can be achieved through beam-steering, where the main beam of the array is steered
towards a specified angle through electronic phase shifting. The array factor for a
beam-steered symmetric linear array is given by

AF(u) = 2
N∑

n=1
wn cos((n − 0.5)kd(u − us)), (11)

where us = cosφs and φs denotes the azimuth steering angle.
Since BDA was better in terms of convergence and speed, we have tried to thin

a beam-steered array using the BDA algorithm and obtained the following results.
It has to be noted that the cost function remains same as in Eq. (2), but the limits
for u are given by λ

Nd ≤ |u − us | ≤ 1. Figure 6 shows the thinning pattern of a
60-element array beam-steered toward us = 0.2. It can be seen that the main beam
is now centered at u = 0.2. An SLL of almost −20 dB was obtained, indicating the
suitability of the BDA in thinning a beam-steered array.

6 Conclusion and Future Scope

The suitability of two recent bio-inspired algorithms, namely the BDA and the BSSA
for array thinning application, has been presented in this paper. Four bio-inspired
meta-heuristic algorithms were compared in terms of the RSLL values and filling
percentages, and it was found that the BDA and BSSA are no inferior to established
optimization algorithms (such as binary genetic algorithm and binary GWO), when
it comes to on–off array thinning. More specifically, the BDA was found to be faster
than the BSSA for thinning application and was also found to be suitable for thinning
beam-steered arrays. As a future extension, BDA and BSSA could be used to thin
circular and planar arrays. They can also be used to detect sensor failures in large
arrays and for subsequent pattern correction using the residual healthy elements in
the array.
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Fig. 6 Thinned pattern for a 60-element beam-steered array
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Reduction in Average Distance Cost
by Optimizing Position of ONUs in FiWi
Access Network using Grey Wolf
Optimization Algorithm

Nitin Chouhan, Uma Rathore Bhatt, and Raksha Upadhyay

Abstract Fiber-Wireless is the promising next generation broadband access
network. FiWi integrates the technical merits of the optical access network and wire-
less access network. ONU placement is the most important issue in FiWi as it affects
the network cost and network performance. The present research work considers the
ONU placement issue and proposes a novel algorithm for finding an optimum posi-
tion of ONUs. For this, a nature-inspired grey wolf optimization (GWO) algorithm
is applied in the FiWi network. To the best of our knowledge, this algorithm has
not been used for the ONU placement problem in the FiWi network. GWO provides
the optimum position of every ONU, where the average distance cost (ADC) is
minimum. ADC is the average of the distance of ONU and its associated wireless
routers. To check the effectiveness of the proposed work, simulation is done for
varying numbers of wireless routers. The proposed work is compared with well-
known algorithm, namely teaching learning-based optimization (TLBO) algorithm.
The result shows the reduction in ADC after applying the GWO algorithm than the
initial placement and TLBO algorithm for all the cases considered for simulation.
Hence, to deploy a cost-efficient FiWi network, proposed work may be one of the
best solutions.
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1 Introduction

Recently, the fast development of Internet technology creates more challenges for
researchers to design a network that provides a variety of services at a faster rate
and lower cost to users as per requirement. Traditionally, optical access network and
wireless access network are the two technologies which provide services to users.
Optical access network provides longer distance communication, larger bandwidth,
and better stability to the users. However, the huge cost is required to deploy fiber and
optical devices. Alternately, a wireless access network provides services at a lower
cost with better flexibility and easy deployment. However, it is not suitable for longer
distance communication and its bandwidth is limited. Considering the advantageous
features of both technologies, fiber-wireless (FiWi) [1–4] has been proposed which
is the combination of the optical access network at the back-end and wireless access
network at the front-end. It provides services to users at higher bandwidth, lower
price, better stability, and better quality of services (QoS).

Figure 1 shows the architecture of the FiWi access network. It comprises the
optical network at the back-end and wireless network at the front-end. At the
back-end, multiple ONUs are connected to OLT via fibers and splitters. Front-end
consists of wireless routers and end-users. Each ONU is connected with a wireless
gateway throughwhich communication is possible between both ends. FiWi supports
upstream and downstream modes of communication. In upstream mode, the data is

Fig. 1 FiWi architecture [5]



Reduction in Average Distance Cost by Optimizing Position … 93

delivered from the end-user to OLT. Firstly, the user sends their data to nearby wire-
less router. The router sends this data to its primary ONU through multiple routers
and wireless gateways. Lastly, ONU injects this data to OLT which acts as a service
provider in the back-end. In downstream mode, the data is delivered from OLT to
end-user, and the process is repeated in a reverse fashion.

Routing, energy consumption, survivability, and ONU placement are some of the
research issues which can be tackled in the planning of the FiWi network [6–8].
Among all, ONU placement is one of the critical issues since it affects the cost and
performance of the network. ONU placement means to optimally place minimum
ONUs in the network such that overall cost is minimized, and all the users get
connected in the network. On taking consideration of this issue, we propose an
efficient nature-inspired grey wolf optimization (GWO) algorithm for finding an
optimum position of ONUs in the FiWi network. GWO algorithm is based on the
hunting behavior of grey wolves. It gives the optimum position of each ONU, where
average distance cost (ADC) among ONU, and its associated routers is lowest. We
compare the performance of the proposed algorithm with the initial placement of
the FiWi network and the well-known TLBO algorithm. Result shows that the GWO
algorithm always returns the lowest value of ADC for all cases compared to TLBO
algorithm.

The rest of the paper is arranged as follows: Sect. 2 overviews the literature review
onONUplacement in FiWi network. The proposedwork explains in Sect. 3. Section 4
covers the simulation results and their analysis. Section 5 concludes the work.

2 Literature Review

FiWi access network has been broadly researched by the researchers. A wide range
of algorithms have been proposed for different issues of FiWi network such as ONU
placement, survivability, routing, energy-saving, and network performance. ONU
placement is important in terms of cost and network performance. In [9], author
proposed a greedy and simulated annealing theorem for the placement of ONUs in
the network. Both the algorithm optimizes the position of ONUs such that the cost
function is minimized in the network. Cost function is the distance between ONUs
and end users. The author in [10] proposed a mixed integer linear programming
(MILP)-based primal model for optimally placed ONUs under various constraint.
For doing this, Lagrangean relaxation method is used. In [11], author optimizes the
position of ONUs such that the overall network throughput is increased. Tabu search
heuristic method is used for finding the optimum position of ONUs. Load balanced
ONU placement (LBOP) algorithm is proposed in [12] which works in two stages. In
the first stage, the minimum number of ONUs are placed such that all the users can
communicate with hop constraint. In the second stage, load balancing takes place
among ONUs to satisfy load balancing constraints.

In [13], the author implemented a hybrid algorithm to make a cost-efficient FiWi
network. They proposed the genetic algorithm for optimizing the position of ONUs
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followed by the reduction of ONUs. The hybrid algorithm is outperformed than the
LBOP algorithm in terms of minimum ONUs in the network. The authors in [14–
16] implemented different optimization algorithms, i.e., particle swarm optimization
(PSO), teaching learning -based optimization (TLBO), and ant colony optimization
(ACO) for optimizing the position of ONUs. The outcomes of these algorithms are
the minimum ONUs required than the existing algorithms. In [17], author proposed
an encircling mechanism of whale optimization algorithm (WOA) for optimizing
the position of ONUs. The same author extends this work in [18] in which both
mechanisms ofWOA, i.e., encircling prey and spiral update mechanism is proposed.
In both thepapers, theONUspositions are optimized in such away thatwithminimum
number of ONUs, FiWi network can be deployed. The author of [5] implemented
various algorithms, i.e., Genetic, TLBO, and WOA for optimizing the position of
ONUs. They analyze the effect of ONU placement on energy and survivability issues
of the FiWi network. In [19], the author optimized the position of ONU using a whale
optimization algorithm to minimize the distance between ONU and its associated
wireless routers.

In the literature reported, so far none of the authors implemented the grey wolf
algorithm for optimizing the position of ONUs. Therefore, in this paper, we imple-
mented the grey wolf algorithm and analyzed its effect on optimizing the position of
ONUs.

3 Proposed Work

The ONU placement is an eminent problem in the FiWi network. The deployment
cost of the FiWi network should be minimized by optimally placing the ONUs. In the
proposed work, we apply a nature-inspired grey wolf optimization (GWO) algorithm
for finding the optimum position of ONUs. The optimum position is such that where
the average distance cost of each ONU and its associated routers is minimized.

In this section, first, we mathematically formulate a system model, and then, we
discuss the GWO algorithm for finding the optimum position of ONUs.

3.1 System Model

The following notations are taken to design system model.

• L × L: Network Area.
• Gs × Gs: Grid size of the network.
• NONU: Number of ONUs in the network.
• ONUi: ONU indexed as i.
• (ONUXi, ONUYi): ith ONU X/Y-coordinates.
• NWR: Number of wireless routers in the network.
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• WRi: Wireless router indexed as i.
• (WRXi,WRYi): ith Wireless router X/Y-coordinates.
• DONUi

W R j : Distance between ith ONU and jth wireless routers.
• SONUWR : Set of wireless routers for each ONU.
• WHONU–WR: Wireless hop number between ONU and wireless routers.
• ADCONU: Average distance cost of ONU.

The FiWi network is modeled in the L × L network area. We assumed GPON and
WLAN at the back-end and front-end, respectively. OLT and ONUs and ONU and
WRs communicate with each other in TDMA manner. ONUs and wireless routers
communicate if they are in the transmission range of each other. Each router has only
one primary ONU. Therefore, each ONU form set of wireless routers which is given
by

SONUWR = WRi |WHONU−WR ≤ predefined hops (1)

The distance cost between ONU and its associated routers is given as

DCONUi =
OWRi∑

j=1

√
((ONUXi − WRX j )2 + (ONUYi − WRYj )2 (2)

where OW Ri is the number of routers connected to ith ONU.
The average distance cost of ONU is given as

ADCONU = DCONUi/OWRi (3)

The objective of the paper is to find the optimum position of ONU such that the
average distance cost between ONU and its associated routers is minimized.

Optimize (ONUXi ,ONUY i ) where i = 1 : NONU
Subject to

MinimizeADCONU

3.2 Proposed Algorithm

In this subsection, we explain, in brief, the proposed algorithm, i.e., grey wolf opti-
mization (GWO) [20] algorithm applied for optimizing the position of ONUs in the
FiWi network.

GWO algorithm is inspired by the social hierarchy and hunting behavior of grey
wolves belongs to the Canidae family. In this algorithm, the fittest solution is consid-
ered as the alpha (α). Consequently, the second and third best solutions are considered
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as beta (β) and delta (δ), respectively. The rest of the candidate solutions are assumed
to be omega (ω).

Firstly, grey wolves encircling the prey by knowing its location. The following
equations are used to encircle the prey.

D = C × XPREY(t) − X (t) (4)

X (t + 1) = XPREY(t) − A × D (5)

where X is the position of individual wolves, XPREY is the position of prey, A and C
are the coefficient vectors of the algorithm, and t is the current iteration. The A and
C are calculated as follows:

A = 2 × a × r1−a

C = 2 × r2

a is decreased from 2 to 0 over the iteration, and r1 and r2 are random vector
between 0 to 1.

After encircling the prey, wolves are started attacking the prey. In the search space,
we have no idea of the location of the prey. But we suppose that the search agents
(best solutions), i.e., alpha, beta, and delta have best knowledge about the location
of prey. Therefore, omegas are changing their position as per guided by alpha, beta,
and delta using the following equations:

Dα = C1 × Xα − XOldposition (6)

XNP1 = Xα − A1 × Dα (7)

Dβ = C2 × Xβ − XOldposition (8)

XNP2 = Xβ − A2 × Dβ (9)

Dδ = C3 × Xδ − XOldposition (10)

XNP3 = Xδ − A3 × Dδ (11)

XNewfinalposition = (XNP1 + XNP2 + XNP3) ÷ 3 (12)
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where XNP1, XNP2, and XNP3 are the position of omega according to alpha, beta, and
delta, respectively. XNewfinalposition is the final position of wolves. Finally, grey wolves
finish the hunt by attacking the prey when it stops moving.

3.3 Implementation of GWO for Optimizing the Position
of ONUs

For finding the optimum position of ONUs, we apply the GWO algorithm in the
FiWi network. The steps are as follows:

1. Firstly, wireless routers are randomly placed in the FiWi network area.
2. ONUs are placed in the network such that with minimum ONUs all the routers

are connected.
3. We form the set of wireless routers for each ONU according to predefined hops

according to Eq. 1.
4. We find the premium routers for each ONU.
5. Now, we find the average distance cost for each ONU according to Eqs. 2 and

3.
6. Alpha is that ONU that has the least distance cost among all the ONUs.
7. Similarly, beta and delta ONUs are found for the GWO algorithm.
8. Rest ONUs are the omegas of the network.
9. While t < Maximum iteration

for i = 1: NONU.
Update the position of the ONUs according to Eqs. 6–12.
end for.
Update a, A and C.
Repeat steps 3–8.
t = t + 1.

end while.
Find the average distance cost of all the ONUs according to Eqs. 2 and 3.
At the end, GWO gives the optimum position, where average distance cost is
minimized for every ONU.

4 Simulation Settings and Result Analysis

We performed simulation experiments in the MATLAB environment. In the simula-
tion scenario, the FiWi network is modeled in a 1000 × 1000 m square area. NWR

routers are randomly placed, where NWR takes value {30, 40, 50, 60, and 70} for
different cases. Six ONUs are placed such that it communicates with all the routers
present in the network.
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We illustrate the proposed work with an example. In the example scenario, 50
wireless routers are randomly placed in the network. Six ONUs are placed in the
network as shown in Fig. 2.

Now, we form the set of each ONUs according to predefined hops and find the
premium routers for each ONU. Then, we find the average distance cost of each
ONU as shown in Table 1.

Now, we apply the existing well-known TLBO algorithm for optimizing the posi-
tion ofONUs. Initial position and final position (Optimumposition) ofONUs achieve
by TLBO are shown in Fig. 3, and their respective average distance cost is shown in
Table 2.

In order to apply the proposed GWO algorithm, first, we find the alpha, beta,
and delta in the network. According to Table 1, ONU6 has minimum distance
cost so it becomes the alpha in the GWO algorithm. Similarly, ONU3 and ONU2
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Fig. 2 Initial placement of ONUs in FiWi network

Table 1 Average distance
cost of ONUs in initial
placement

S. no. ONUi Average distance cost
(in meter)

1 ONU1 214.1049

2 ONU2 201.2751

3 ONU3 191.8462

4 ONU4 232.5517

5 ONU5 210.6707

6 ONU6 174.6699
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Fig. 3 Optimum position of ONUs using TLBO algorithm in the FiWi network

Table 2 Average distance
cost of ONUs after applying
TLBO algorithm

S. no. ONUi Average distance cost
(in meter)

1 ONU1 198.7568

2 ONU2 193.3352

3 ONU3 186.3843

4 ONU4 229.5292

5 ONU5 207.8597

6 ONU6 164.8416

become beta and delta in the algorithm. Then, we displace the position of ONUs
according to the GWO algorithm. The optimum positions (final position) of each
ONUs corresponding to initial placement are shown in Fig. 4.

After finding an optimum position, again we form the set of routers and find
premium routers for each ONU. The average distance cost of each ONU after
applying the GWO algorithm is shown in Table 3. The cost saving in GWO algo-
rithms for ONUs1-6 as compared to initial placement and TLBO algorithm are also
shown in the table. The overall cost improvement (average value) for this scenario
is 5.6 and 1.99% compared to initial placed and TLBO algorithm, respectively.

Simulation results for a varying number of wireless routers, namely for 30, 40,
60, and 70 are shown in Figs. 5, 6, 7 and 8, respectively. From all the figures, we
can see that the average distance cost in initial placement of ONU is always greater
for all the ONUs. For further reduction of ADC in the network, we optimize the
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Fig. 4. Optimum position of ONUs using GWO algorithm in the FiWi network

Table 3 Average distance cost of ONUs after applying GWO algorithm

S. no. ONUi Average distance cost
(in meter)

Cost saving as compared
to initial placement in %

Cost saving as compared
to initial placement in %

1 ONU1 190.7883 10.89 4.0

2 ONU2 188.6281 6.283 2.43

3 ONU3 186.4593 1.24 0

4 ONU4 227.9779 1.96 0.67

5 ONU5 203.5539 3.37 2.07

6 ONU6 159.0938 8.19 3.1

position of ONUs using the proposed algorithm. The result of proposed algorithm
is compared with the TLBO algorithm. It is observed from all the figures that the
proposed GWO algorithm outperforms than TLBO algorithm in terms of reduced
ADC in the network. The reason is that the GWO algorithm efficiently optimizes
the position of ONUs as compared to TLBO network. With the decreasing distance
cost, the transmission energy may also decrease since it depends on distance among
ONUs and associated wireless routers. Hence, the proposed work may also provide
better energy efficiency than TLBO algorithm.
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Fig. 5. Value of average distance cost for 30 wireless routers
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5 Conclusion

This paper considered the optimum placement of ONUs in the FiWi network.
Regarding this, an efficient grey wolf optimization algorithm is applied on the FiWi
network. GWO optimizes the position of ONUs such that the average distance cost
among ONUs, and its associated wireless routers is minimized in the network. An
extensive simulation is performed to analyze the performance of the proposed algo-
rithm. The result shows the reduction in average distance cost in the GWO algorithm
than the initial placement and TLBO algorithm. The overall cost improvement of
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Fig. 7. Value of average distance cost for 60 wireless routers
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Fig. 8. Value of average distance cost for 70 wireless routers

GWO for 30–70 wireless routers are 6.7, 6, 1.99, 1.75, and 4.32%, respectively,
compared to TLBO algorithm. In future, we can explore the influence of this algo-
rithm on other network parameters. Besides, we can compare the performance of
this algorithm with other optimization algorithms also.
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Performance Analysis of Individual
Partial Relay Selection Protocol Using
Decode and Forward Method
for Underlay EH—CRN

G. Kalaimagal and M. S. Vasanthi

Abstract The paper investigates the performance of the underlay cognitive radio
network. We propose a relay selection protocol to enhance the throughput and to
obtain reduced outage probability in the ad hoc network. The proposed work is based
on relay selection aided with energy harvesting to serve communication between the
secondary nodes. We have formulated a closed-form expression for the proposed
work and differentiated the outage probability and throughput with other partial
relay selection techniques. Further, decode and forward (DF) relaying with Rayleigh
fading channel is considered in this work to improve the end-to-end channel gain.
The performance evaluation indicates that the proposed cooperative relay selection
scheme has marginally enhanced by increasing the number of relay node.

Keywords Cooperative relaying · Partial relay selection · Outage probability ·
Underlay CRN

1 Introduction

Cognitive radio technology is a smart technology that enables radio frequency (RF)
communication to function effectively at a restricted bandwidth. The cognitive radio
network is categorized as underlay, overlay, and interweave according to the infor-
mation of the primary users. Cognitive radio operations depend on the primary user’s
location and spectrum. The benefit of the underlay cognitive radio network (CRN)
over other groups is that the secondary user (unlicensed user) does not impact primary
user service and interferes with the primary user at some stages.
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The fundamental concept of this ad hoc wireless network is the usage and reli-
ability of data transmission. However, data transmission and reliability are signif-
icantly impacted by shadows, degradation channels, and route loss in the cellular
network [1]. Cooperative communicationwill overcome these challenges in theCRN.
This communication is commonly used in mobile ad hoc network (MANET), vehic-
ular ad hoc network (VANET), and other wireless networks without any intervention
of servers and routers [2]. The relaying methods can be operated either in distributed
or centralized, focused on the network’s application [3]. The key concept of the relay
system can be defined as follows.

In cooperative communication, the information will be exchanged by two most
relay systems, such as a decode and forward (DF) and amplify and forward (AF),
between the source and intended nodes [4]. The former system has more advantages
compared to the latter, but the drawback of decode and forward technique is complex,
unlike amplify and forward. Therefore, two separate relays (i.e., hybrid relay-AF &
DF) in the underlay CRN can be implemented to increase the gain in diversity [5].
To maintain communication between the source and destination nodes without any
intervention, the nodes can be replaced by wireless battery storage.

A potential approach or a process for energy storage and processing from the
external source is known as energy harvesting (EH) [2]. The harvesting system can
either be designed online or offline. In the offline system, the amount of energy
obtained from the source, the channel conditions and the amount of input data for
transmission are known. The system should have causal details on the channel condi-
tions and collected energy and the volume of data to be sent to the online system.
Various types of research have been performed using online joint power management
algorithms to balance the energy levels of the battery and the fading condition [6].

The proposed research focuses on the relay of the energy harvested cognitive
system. Our analysis is based on the CRN network of secondary users (source and
destination nodes), primary users, and base stations. The secondary node transmits
the information to primary users or other secondary nodes. Some of the secondary
nodes have been considered as relays that also play the role of collecting energy [7].
The secondary user serves as an EH source and as a relay during data transmission.
In the proposed work, the selection of optimal relay is based on the EH channel
link [8], i.e., which relay or secondary node can harvest sufficient amount of energy
from the beacon signal radiated from base station [9].The output performance and
expressions are developed using the cumulative density and probability function in
this proposed model. The mathematical expression of three separate relay systems
in the presence of slowly fading Rayleigh channel is theoretically simulated.

The important contribution of our work is summarized as follows:

• We propose three different relay selection protocols for DF cooperative relaying;
in the proposed hybrid relay partial scheme (proposed HRPS) scheme, the
relay is chosen based on maximum energy harvesting from the base station as
compared to the existing work, and selection of optimal relay is based on mode
of communication.
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• On the other hand, best opportunistic relay selection (Best-ORS) and conventional
opportunistic relay selection scheme (C-ORS) select the best relay based on end-
to-end communication.

• Wedetermine the relay performance of the systemproposedwithBest-ORSandC-
ORS by threshold, an increasing number of relays, interference links and various
locations of relay nodes.

• Closed-form expression is used for the verification of the simulation results.

The paper is summarized as follows. The relevant work is outlined in Sect. 1.2,
and further in Sect. 1.3 which explains the system model of the proposed work. The
problem formulation for the proposed work for targeting instantaneous SNR and EH
relaying has been analyzed in Sect. 2. The strategy for a potential choice of relays is
discussed in Sect. 2.3.

The outputs of the proposed work are elaborated in Sect. 5. The conclusion of this
paper is discussed in Sect. 6.

1.1 Related Work

Some of the related research is carried out here by the scholars based on partial relay
selection, andEH is detailed; in this reference paper [10], both the secondary node and
relay nodes initially gather energy from the power beacon and act as data transmission
systems. Moreover, the authors have highlighted that these nodes can be fitted with
multiple antennas and also illustrated the effectiveness of the secondary node and
relay node. Tourki et al. [11] presented their work on the opportunistic relaying
scheme and analyzed outage probability by deriving closed form of expression using
probability density function. Their output result correlates with the analytical data
over different network architectures.

Moreover, Xu et al. [12] have submitted their research based on underlay CRN
withmulti-hop relays inwhich the power beacon is used as the operator for secondary
user’s data transmission and power generation. Further, the author has achieved the
outage performance using joint optimization technique, i.e., optimizing both transmit
power and energy harvesting. The power allocation strategy is studied in [13], and the
researchers have achieved better performance by increasing the number of relays. The
researchers [14], 15] analyzed their work on partial relaying using DF protocol and
proved their better outage performance at low SNR over Rayleigh fading channel.
There were significantly more focused works in underlay CR network aided EH
with a signal to interference plus noise ratio constraints and given suggestions for
the channel quality [16].
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1.2 System Model

In the proposed work, the underlay CRN network identified in Fig. 1 operated using a
dual-hopDF relaying scheme. The system consists of a source (S) that communicates
to the destination (D) via a relay (R). The network includes ‘r’ number of relays,
and one of them has been chosen to support data communication, while other nodes
perform EH. The signal received between the two nodes can be represented in the
following Eq. (1):

yx,y = √
Phx,y x + nx,y (1)

Themaximum channel gain is selected based on the relaying scheme. Assume that
the source and relay power for the communication depends on the energy harvester
[17] which is deployed in different locations near the base station (B) and primary
user ‘P’. The primary user considered in the proposed work as P1, P2, P3 . . . Pn . The
term nx,y represented as additive white Gaussian noise (AWGN) with zero mean and
with variance. The source node harvests energy from the beacon signal which has
K-antenna installed on the base station considered during the first phase, while in the
second phase, relay harvests energy from the beacon signal with the same number of
the antenna. The EH channel link was taken when the secondary node acts a relay.

The expression hS,Rr and hRr ,D represents as channel gains between S to Rr and
Rr to D respect, where r = 1, 2, 3 . . . R. The interference and data links for the relay
and the primary user are chosen as II and ID. In this network model, the channel
is assumed as slow fading Rayleigh distribution channel. The source and relays
are considered to have a single antenna that can harvest energy from a K -antenna

Fig. 1 Proposed model of underlay CR with relay selection scheme
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mounted in the base station (B).To analyze the shadowing effect, the transmission
of data is performed via best relay instead of using direct communication between
S and D. Let the period for each data transmission taken as TS,Rr = TRr ,D = T .

2 Problem Formulation

2.1 Instantaneous SNR

Let us denote ha,b as channel gain between two ends a&b,where (a, b) ∈
{S, D, Rr , BK , Pn} with r = 1, 2, . . . R, K = 1&2 and n = 1, 2, 3, . . . N .

Consider the general Eq. (2) for the instantaneous SNR (ya,b) for end-to-end
communication with power written as

ya,b = Pxha,b

Pxha,b + σ 2
0

(2)

The formulation of instantaneous signal-to-noise ratios for S → Rr , Rr → D in
underlay CRN as follow as,

During the first hop, the instantaneous signal-to-noise ratio between source and
relay can be identified as,

y1r = ỹS,Rr = PShBK ,S

PShBK ,S ID + σ 2
0

(3)

On the other hand, at the second hop, the instantaneous signal-to-noise ratio is
given in Eq. (4)

y2r = ỹRr ,D = PRhBK ,Rr

PRhBK ,Rr ID + σ 2
0

(4)

The transmit power of relay and source as PR and PS are taken as equal power
harvested from the base station. The term hBK ,S and hBK ,Rr represents the channel
gains between the source and the base station and relay to base station. Also,σ 2

0
represents AWGN variance whose value for each channel can be considered to be
one.
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2.2 EH Relaying

In the proposed model, the energy required for the source (Es) and the relay.
(ERr ) uses all the antennas installed at the base station. The energy harvested at

the Rr and S is given by the expression as follows,

ERr =
αTηPB

K
∑

k=1
hBK ,Rr

(1 − α)T/2
(5)

ES =
αTηPB

K
∑

k=1
hBK ,S

(1 − α)T/2
(6)

where η is the energy efficiency at source and relay, 2ηα

1−α
= μ, and

K
∑

k=1
hBK ,S = �S are

denoted as EH links. The time interval for RF-EH process by the source is αT , while
the remaining time interval for transmission and reception of relay is (1−α)T/2 for
(0 < α ≤ 1).

The source and relay nodes must modify their transmitting power in underlay CR
to fix interference. Therefore, the equation can be formulated by,

PS = min(ES, IS) = PBk min(μ�S,
λ

˜ES
) (7)

PRr = min(ERr , IRr ) = PBk min(μ�S,
λ

˜ERr

) (8)

where ˜ES = max
k=1,2,...K

(hBk,S ) and ˜ERr
= max

k=1,2,...K
(hBk,Rr

) . In addition, IS =

(

Ithreshold
PBk

II ˜ES

)

and
IRr =

⎛

⎝

Ithreshold
PBk

II ˜ERr

⎞

⎠

κ = Ithreshold
PBk

are considered as the minimum thresholds [18] for

the primary user. Furthermore, the constraint threshold for interference with respec-

tive of power beacon to prevent the fading of channel can be represented as
λ = κ

II

,

where κ = Ithreshold
PBk

.
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2.3 Relay Selection Techniques

2.3.1 Proposed Hybrid Partial Relay Selection (Proposed HPRS)

In the cooperative strategywith underlay CR network, the best relay can be chosen by
using various techniques of relay selection, i.e., based on high channel gain to forward
the data to the destination. Similar to the conventional method, in the proposed hybrid
partial relay selection, the best relay selection is done based on themaximum channel
gain between Bk ,S and Rr can be represented as (hBk ,S, hBk , Rr ).

The maximum and minimum method for DF relaying scheme can be expressed
as

Rx : min(ỹS,Rx , ỹRx ,D) = max
r=1,2,...R

min(y1r , y2r )) (9)

where Rx is the chosen relaywhich is near to the base stationwith x ∈ {1, 2, 3, . . . R}.

3 Performance Analysis

3.1 Outage Probability and Throughput

The performance of channel quality can be measured by using the outage proba-
bility and throughput. The end-to-end channel capacity for DF relaying [19] can be
calculated using the instantaneous SNR equation from (3) and (4) given as,

�m = (1 − α)

2
log2(1 + min(y1r , y2r )) (10)

The probability of an e2e outage is defined as the probability of the end-to-end
capacity (�m) is lesser than the positive threshold (�th) expressed as,

O = Pr(�m < �th) (11)

Using the Eq. (11), then the throughput for an end-to-end communication can be
formulated using e2e outage probability as,

Tp = (1 − α)T�th(1 − O) (12)

where (1 − α)T , the total time for the data transmission between S, R and D.
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From the relay selection technique, the expression for the outage probability and
throughput for the proposed HPRS, Best-ORS and C-ORS [19] relaying scheme can
be framed as follows,

Consider in the first hop, the chosen relay with the high channel gain for data
transmission to the other node defined as

Rx1 : ỹS,Rx1
= max

r=1,2,...R
(y1r ) (13)

where Rx1 is the selected relay with x1 ∈ {1, 2, . . . R} and R is the number of the
relay in the network. The relay with the highest channel gain during the second hop
is chosen as the best equation represented by,

Rx2 : ỹS,Rx2
= max

r=1,2,...R
(y2r ) (14)

where Rx2 is the selected relay with x2 ∈ {1, 2, . . . R}. Combining the Eqs. (10) and
(11) and also Eqs. (13) and (14), the end-to-end outage probability of the partial relay
selection using instantaneous SNR [20] between source to relay (OPRS1) and relay
to destination (OPRS2) calculated as follows,

OPRS1 = Pr(�x1 < �th) = Pr

(

(1 − α)T

2
log2(1 + min(y1x1 , y2x1)) < �th

)

(15)

OPRS2 = Pr(�x2 < �th) = Pr

(

(1 − α)T

2
log2(1 + min(y1x2 , y2x2)) < �th

)

(16)

Using the Eqs. (15) and (16), the outage probability used for the proposed scheme
can be expressed as,

OproposedHPRS = min(OPRS1 , OPRS2) (17)

If OPRS1≤OPRS2 , the transmission takes place using the relay Rx1 and on the other
hand if OPRS2 > OPRS1 , then the relay Rx2 will be selected for the transmission in
our proposed scheme. Similarly, the throughput of the proposed hybrid partial relay
selection scheme can be calculated using outage probability formulated as,

TproposedHPRS = (1 − α)T�th(1 − OproposedHPRS) (18)

The end-to-end outage probability of different relay selection techniques Z, where
Z ∈{Proposed HPRS, Best-ORS, C-ORS}, can be written as,

OZ = Pr(min(	1,	2)) < ψ) (19)
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For different protocols, the first hop and second hop can be regarded as 	1 and
	2 with known CSI. Equation (19) can be expressed in terms of the first and second
stages of transmission [21],

OZ = 1 − Pr(	1 ≥ ψ,	2 ≥ ψ) (20)

Further, the data relaying based on the threshold (Cth) [22] is given by the equation

ψ = 2
2C th

(1−α)T − 1 (21)

Also, for other relaying protocol such as Best-ORS [23] and C-ORS [11], their
outage probability and throughput expression during the first hop and the second hop
can be defined in terms of the maximum end-to-end SNR. Similar to the proposed
scheme, Eqs. (22) and (23) represent outage probability, and throughput for the other
two relaying protocol can be stated as,

OBC = OBestORS = OC−ORS = Pr

(

(1 − α)T

2
log2(1 + min(y1r , y2r )) < �th

)

(22)

Tp(BestORS) = Tp(C−ORS) = (1 − α)T�th(1 − OBC) (23)

Moreover, the outage performance for different DF relaying protocols [24] in
terms of power transmission and interference from the Eqs. (7) and (8) with respect
to threshold can be compiled as,

OZ = 1 − Pr((1 − IDψ)min(μ�S ,
λ

˜ES
)hS,Rr ≥ ψ), (1 − IDψ)min(μ�R ,

λ

˜ERr

)hRr ,D ≥ ψ))

(24)

Proof of Lemma

OPRS1 = 1 −
⎡

⎣

K−1
∑

x=0

R−1
∑

r=0
(−1)r

2CrR−1R

x ! (r+1)
(x−1)

2
(

hB,S hS,Rλ

μ

)
(x+1)

2 K1−x

(

(r+1)hB,S hS,Rλ

μ

)

−
K−1
∑

x=0

N
∑

n=1

R−1
∑

r=0
(−1)n+r+1Cr

R−1C
n
N

2RhS,R
x !

(

λ
nhS,P κ+(r+1)hS,Rλ

)
(1−x)

2
(

hB,Sλ

μ

)
(x+1)

2

⎤

⎦

× K1−x

(

2

√

hB,S(nhS,Pκ + (r + 1)hs,Rλ

μ

)

×
K−1
∑

x=0

2

x !
(

hB,RhR,Dλ

μ

)
(x+1)

2

K1−x

(

2
√

hB,RhR,Dλ

μ

)

−
K−1
∑

x=0

N
∑

n=1

(−1)n+1Cn
N

2hR,D

x !

×
(

hB,Rλ

μ

)
(x+1)

2

× K1−x

(

2
√

hB,R(nhR,Pκ + hR,Dλ

μ

)

(25)
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OPRS2 = 1 −
⎡

⎣

K−1
∑

x=0

R−1
∑

r=0
(−1)r

2CrR−1R

x ! (r+1)
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(26)

4 Simulation Results

The simulation parameters are considered within a section, and results are calculated
for the outage probability and throughputs of the proposed method with other partial
relaying protocol such as opportunistic partial relay selection (C-ORS), best oppor-
tunistic relay selection (Best-ORS). Table 1 displays the parameters and assumptions
of the simulation. Initial energy is taken as 0.3 J for the source node, and initial energy
for relays is given as (0.1–0.5 J). The Rayleigh fading channel of 1MHz is taken into
account in this approach.The coordinates at hS,R , hR,D , hB,R , hS,P , hB,S are between
range of (0.1–0.5).

Different values of SNR (PB) versus outage probability (OproposedHPRS) are plotted
using Eqs. (25) and (26), as shown in Fig. 2. In addition, the location of relays
also determines the outage performance.The outage of different relay selections is
investigated by using two conditions, if (1 − IDψ) > 0 and (1 − IDψ) < 0.With the

Table 1 Simulation
parameters

Parameters Assumptions

Number of relay node(R) 5–8

Number of primary users (P) 2

Number of power beacon(B) 2

C th 0.4–0.7

II 0–0.05

T 1 ms

ID 0–0.6

η 1

Data rate 100–500 kb/s
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Fig. 2 OP versus SNR (dB) when N = 3, R = 4, k = 2, α = 0.3, κ = 0.05 and path loss exponent
= 3

assumption of limited interference (λ), the proposed scheme outperforms better at
higher SNR than the other relaying protocol.

In Fig. 3, the throughput has been seen as a function of the allocated time fraction

Fig. 3 Throughput as a function of number of relay when SNR = 15 dB, k = 2,λ = 0.5 and κ =
0.01
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Fig. 4 Throughput as a function of SNR (dB) when cth = 0.5, α < 1, R = 4

(alpha) for the EH method. The interference link between the nodes is considered
to be negligible. In this simulation, with two primary sources and the value of EH
processing time, α < 1 ais considered.

In Fig. 4, results prove that throughput increases at different SNR values. If the
value of α is taken as high, then the throughput decreases. Other protocols perform
better than the proposed HPRS because the optimum relay is based on high energy
harvesting.

5 Conclusions

This paper aims to enhance selection of optimal relay-assisted underlay CR perfor-
mance under constraints on interference. We suggested three relays, in which the
multi-antenna power beacon is used for the dual-hop DF relay operation. The prob-
ability and efficiency of the outage were extracted in the proposed protocols with
multiple power beacon and Rayleigh fading channel. The simulation results prove to
have a better probability of outage and can achieve throughput from the maximum
energy harvested by the relay. Therefore, from the outage probability analysis, it
proves that at higher SNR, the performance of the secondary user is enhanced in
underlay model. Finally, it is possible to boost the device efficiency of the proposed
protocols through the establishment of a half-duplex or full-duplex in optimal power
allocation scheme, and setting an estimated energy harvesting ratio for various relays.
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Building a Cloud-Integrated WOBAN
with Optimal Coverage and Deployment
Cost

Mausmi Verma, Uma Rathore Bhatt, and Raksha Upadhyay

Abstract Increasing demand of new services and application by the users poses
a challenge on the communication network. Cloud computing serves this purpose
by providing a shared pool of resources such as storage, servers, services, etc. Such
technology uses backbone network for every applications to be served and thus results
in high latency. To overcome such problem, cloudlets are used which are deployed
in decentralized way. Cloudlets are clusters of computers which are connected to the
users either directly or in maximum two wireless hops without affecting the latency
of the network. There is another important factor, cost efficiency, which plays a very
important role in the deployment of cloudlets in cloud-integrated wireless optical
broadband access network (CIW). In this paper, we proposed an algorithm to find the
optimum position in the network for the deployment of cloudlets by taking coverage
and cost as a trade-off.

Keywords Cloudlets · Cloud components · Cloud-integrated WOBAN (CIW) ·
Optical network units (ONU)

1 Introduction

With the enormous growth of users in the telecom sector, the demand of the band-
width is also increasing. To fulfill these demands, different types of access networks
are available such as wireless network, optical network, etc., with their own pair
of advantages and disadvantages. Wireless access network can be available every-
where and thus provides flexible and cost effective communication but restricted in
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bandwidth and highly susceptible to channel impairments. On the other hand, optical
fiber access network provides huge amount of bandwidth but is limited in physical
availability [1, 2]. Thus, meeting the demands of the users is focusing the research
towards the hybrid fiber-wireless access network (FiWi) which is also referred as
hybrid wireless optical broadband access network (WOBAN). FiWi access networks
serve as a “last mile” for future access networks and provide a perfect solution for
ubiquitous, flexible, and cost effective access network. The architecture of FiWi
comprises an optical back-end typically a passive optical network (PON) and a wire-
less front end which is a wireless mesh network (WMN) [3]. PON consists of optical
network units (ONUs) which is connected to optical line terminal (OLT). WMN
consists of wireless routers and gateways connected in a multi-hop fashion. These
gateways connect wireless front-end with optical back-end. The front-end wireless
routers send/receive the end user’s traffic to/from the gateway to get served by the
optical back-end.

Alongwithmany advantages in the FiWi network, it is subjected to various limita-
tions as well. In a wireless mesh network, the entire service requests generated by the
end users and their responses propagate to and fro in the network and are responsible
for the channel capacity consumption which is already scarce. And almost all the
traffic in the network has to pass through the gateways and thus creates a bottleneck
in the links near them and results in reducing the efficiency of WOBAN. Thus, a
proficient solution to these problems is the integration of cloud components such
as servers, storages, etc., with FiWi network, and this created network is known as
cloud-integrated WOBAN (CIW) [4, 5] as shown in Fig. 1. The need for these cloud
components in WOBAN is significant as various local cloud service requests (e.g.,
finding parking area, parking bills, etc.) generated by the users can be served locally
by using these cloud components. These cloud components are linked with the wire-
less router in the wireless front-end. The generated service requests by the users
initially forwarded to the wireless router with the associated cloud component. If the
requested service is available with the cloud component, it gets served. Otherwise,
the request is forwarded to the next wireless node with linked cloud component.
If the cloud components are unable to serve the requested service, then the service
is finally forwarded to the OLT. This CIW architecture can be implemented by two
ways as CIW-I and CIW-S. If the wireless router is available with some extramemory
and capacity, then this availability can be utilized by integrating cloud component
within thewireless node to host the requested service, thus called CIW-I. On the other
hand, when there is no supplementary development space is available in the WMN,
then additional cloud components are connected towireless nodes via Ethernet called
CIW-S [4]. The cloud computing architecture follows distributed or centralized struc-
ture to provide various services within the access network of the users [6]. These
cloud services are available by deploying low-cost cloud components in the access
network. The centralized cloud computing benefits users with various types of on-
demand interactive applications and computing resources such as storage, servers etc.
Using centralized backbone network to serve these applications results in latency. To
overcome this latency, wireless nodes are not directly connected to centralized clouds
but via small clusters of computers known as cloudlets. These cloudlets are connected
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Fig. 1 Cloud-integrated WOBAN architecture [5]

near the edge of wireless nodes to provide the computing resources to the users in
one or two wireless hops [7]. While deploying cloudlets various issues were consid-
ered such as cloud components placement, computation offloading, energy saving,
cost effectiveness, etc. Various works have been proposed covering all the defined
parameters related to cloudlets deployment. In this paper, we focus on providing a
trade-off between coverage and cost for the deployment of cloudlets in the network.

The rest of the paper is structured in the followingway. Section 2 presents the CIW
related work such as its various architectures or issues related to cloudlet deploy-
ment. Section 3 provides the detailed explanation of the proposed work in the paper.
Simulation results are discussed in Sect. 4. Finally, Sect. 5 concludes the paper and
presents future scope of the work.

2 Related Work

In the study [8], authors investigated the best usage of optical network and proposed
architecture to facilitate cloud services through PON. The authors considered ONU
as a wimpy node to provision cloud computing services via PON using fast array
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of wimpy node (FAWN) architecture. In paper [9], the authors investigated the PON
computing and storage capabilities by integrating cloud computing with PON. In
[10], authors proposed an architectural framework to find a suitable position for the
cloudlet over an optical network for optimum placement considering capacity and
latency constraints. The authors in [11] considered energy saving issue related toCIW
architecture and proposed a new approach through routing mechanism which saves
energy, and that mechanism is called green routing for CIW (GRC). This allows CIW
to perform self-management on the activation and deactivation of network compo-
nents, such asONUsandCCs, so as to reduce the overall power consumption.Authors
in [12] considered the survivability issue and proposed a protection strategy known
as protection scheme with maximal coverage ratio (PSMCR). This strategy aims
that wireless routers provide maximal coverage against distribution fiber link failure.
Considering the situation of multiple fiber link failure, the authors in [13] proposed
a scheme known as survivability strategies against multi-fiber failure (SSMF) which
not only covers survivability issue but also optimizes ONU placement solution. In
[14], the authors proposed an algorithm that aims to find the exact location of the
critical routers. These critical routers play an important role while transferring data
traffic from the ONU which gets affected in case of distributed fiber link failure to
the backup ONU.

In [15], the authors merged two technologies, i.e., centralized cloud computing
and mobile edge computing (MEC), and integrated it with FiWi to evaluate the
performance gain of the network. They also developed a probabilistic model against
optical and MEC against network link failure. In [16], the authors proposed a collab-
orative computation offloading method using game theory model for IOT over
fiber-wireless networks. In [17], the authors considered the situation where some
cloudlets are overcrowded and some cloudlets are under loaded in the optical network
with edge computing technology. Considering such situation, authors provided a
non-cooperative game theorybased mechanism for computation offloading.

To deploy the services or allocate resources, the service providers need deployable
locations, and this issue in CIW architecture is considered by authors in [18]. The
authors provided an auction mechanism in which there is a price deal between the
service providers as buyers and the location providers as sellers. They also proved the
truthfulness that by doing such deals, both the buyer and seller get profit. In [19], the
authors proposed an algorithm to optimize the position of ONUs and then deployed
cloud components using cluster-based approach so as to provide a cost-effective
solution. In [20], the authors proposed a probabilistic coverage model which assures
the QoS regardless of any unwanted conditions gets imposed by either the sensor
nodes or the environment of the network.
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3 Proposed Work

In the proposed work, we presented an algorithm that finds the optimum position
for placing the cloudlets in the network. This algorithm also provides the minimum
number of cloudlets required for providing maximum coverage of the network by
presenting a trade-off between cost and coverage. Initially, we placed the wire-
less routers (WR) randomly in the predefined network area. After placing wireless
routers, we deployed minimum required ONUs in the network within hop constraint
to provide maximum wireless routers coverage. We now determine the exponential
coverage [20] of each wireless router using Eq. 1, which depends on the distance
(DIS) between the selected wireless routers with other wireless routers.

Cov = e−β×DIS (1)

where DIS is the distance between two WRs, and β is the parameter related to
physical characteristics of WR.

We then determine a relationship matrix for wireless routers based on this
exponential coverage as shown in Eq. 2.

RM =
{
Cov if DIS < 350 m

0 otherwise
(2)

This relationship matrix contains the information of the connectivity of each and
every wireless router to other wireless routers of the network on the basis of distance
constraint [7]. Based on this information, the connectivity index of every router is
found. Here, the connectivity index is defined by the connectivity of a particular
router to other routers (total number of wireless routers connected with particular
wireless router). After finding the connectivity index, next process is to find the
possible location for the deployment of cloudlets. For that, firstly, we select the
wireless router with maximum connectivity index and deploy the first cloudlet on
that wireless router location while ensuring all its associated users get served by
this cloudlet. Once first cloudlet is deployed, the relationship matrix gets updated by
deleting all the routers covered by this cloudlet, and based on this updated relationship
matrix, again connectivity index is determined. Also, a list that contains all the
WRs gets updated by deleting those wireless routers which gets covered by the
deployed cloudlet. By using this updated relationship matrix, next wireless router
with maximum connectivity index is taken into account. The selected wireless router
is checked for its associated connectivity index as zero (no wireless router covered)
or one (single wireless router covered). If no such condition is achieved, then second
cloudlet is deployed on the selected wireless router location, and then the process is
repeated till to achieve the condition of zero or one connectivity index. At last, the
remaining wireless routers in the updated list of WRs are considered as the location
for the deployment of cloudlets. In this manner, we find out number of cloudlets, their
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positions, and connected wireless routers to each of the cloudlet to provide 100%
network coverage.

The notations used in simulation and psuedo-code of the proposed algorithm are
as follows:

Notations
WR: Wireless router
NWR: Total number of WRs used in the network
RM: Relationship matrix showing connectivity among WRs
TR: List contains all the WRs
v: Variable which gives the maximum value of the connectivity index
k: Variable which gives the linear index of value in “v”
CC: Set which tells the position of cloudlet to be deployed
PCC: List contains minimum number of cloudlets required for 100% coverage
DWR (i, j): Euclidean distance between ith cloudlet with jth WR
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Step 1: Initially divide the network area in squares and then randomly place WRs in 
the network.

Step 2: Deploy minimum number of ONUs required within hop constraint so as to 
ensure coverage of all the WRs

Step 3: Finding the relationship matrix RM for each WR using equation 2, assuming 
β=0.5

Step 4: Find the connectivity index for all the WRs based on the RM

Step 5: TR= [1: NWR]

CC= [ ]

for i=1: length (RM)

if (associated connectivity index of all the WRs is either 0 or 1)

PCC= [CC TR]

break

else

[v k]=max (connectivity index of RM) // if more than one 
routers with same connectivity index then router with lower sub-
script is selected

CC(i)=Deploy cloudlet on kth location

delete all the routers covered by kth cloudlet from RM and TR

end if

update RM& TR

find the connectivity index of all the WRs based on the updated RM

end for

Step 6: Find the Euclidean distance DWR of each router with all the cloudlets

find minimum value of DWR for each WR from cloudlets

if ( the value is less than or equal to 350m) 

the wireless router is within the coverage of  that associated cloudlet

else

the wireless router is cloudlet itself

end if
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4 Illustrative Example and Simulation Results

To study the worthiness of the proposed work, we performed the simulation in
the MATLAB environment. In the simulation setup, we considered a hypothetical
cloudlet-integratedWOBAN (CIW-I) of 1000m× 1000m square-shaped regionwith
a different number of randomly placed wireless routers, i.e., NWR= {10, 20, 30, 40,
50}. To understand the functioning of proposed algorithm, its stepwise illustration
has been carried out which is as follows:

According to step 1 of the proposed algorithm, the considered area is divided into
5 × 5 squares, and 20 wireless routers are randomly placed. Step 2 determines the
total number of ONUs (7) required to cover all the wireless routers within two-hop
constraint as shown in Fig. 2. After ONUs placement, number of cloudlets required
in the network using proposed approach is determined. Follow step 3, to generate a
relationship matrix RM of wireless routers using exponential coverage assuming β

= 0.5. Step 4 finds the connectivity index of all the WRs taking RM into account
and is shown by the initially generated column in Table 1. Finally, step 5 explains
the analysis for finding the location of cloudlets to be deployed. Initially consider a
list TR for 20 WRs.

TR = [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20]

From the initially generated column given in Table 1 select WR with maximum
connectivity index (i.e., 13th wireless router with connectivity index 10). This is the
position to deploy first cloudlet. After deploying first cloudlet, initially generated

Fig. 2 Configured FiWi architecture
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Table 1 Connectivity index of every WR

S. No. WRs numbering Associated connectivity Index

Initially generated After Iteration-1 After Iteration-2

1 1 5 3 0

2 2 9 6 0

3 3 6 4 1

4 4 9 1 0

5 5 7 4 1

6 6 4 1 0

7 7 1 0 0

8 8 6 1 0

9 9 6 4 1

10 10 7 1 0

11 11 7 2 1

12 12 5 1 0

13 13 10 0 0

14 14 5 3 0

15 15 1 0 0

16 16 7 2 1

17 17 0 0 0

18 18 7 3 1

19 19 9 6 1

20 20 1 0 0

connectivity index from Table 1 and TR list are updated. In the updation process,
all the WRs covered by firstly deployed cloudlet are deleted from RM and TR.
And based on this new RM, updated connectivity index is determined. This updated
connectivity index is shown by iteration-1 column of Table 1. Updated TR list with
deleted WRs covered by first deployed cloudlet is [1 3 5 7 9 13 14 15 17 20].

Again from iteration-1 column,WRwith maximum connectivity index is selected
(i.e., 2nd WR with connectivity index 6). The second cloudlet is deployed at 2nd

WR position. After deploying second cloudlet, once again the connectivity index
(Iteration-1 column) and TR list get updated by deleting all the WRs covered by
second deployed cloudlet from RM. Updated connectivity index set is shown by
iteration-2 column of Table 1. Also the updated TR list is given as [1 7 17 20].

It is clear from iteration-2 column of Table 1 that all the WRs are with either one
or zero connectivity index. Thus, all the remainedWRs in the TR list are the location
for the rest of the cloudlets. Finally, a list PCC is generated with the total deployed
cloudlet numbering as: PCC = [1 2 7 13 17 20].

It is obvious from the PCC list that 6 cloudlets are sufficient to provide 100%
coverage to the WRs as shown in Fig. 3. To find the coverage of each cloudlet in
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Fig. 3 Identification of position of cloudlets using proposed approach

terms of wireless routers is analyzed by step 6. By following this step, initially, the
distance of each cloudlet from all the wireless routers is determined. After finding
the distance, we considered each and every wireless router one by one and checked
for the minimum distance for every cloudlet. For the considered wireless router, if
the minimum distance is within the constraint (less than or equal to 350 m), then
that wireless router will be covered by its associated cloudlet. Otherwise, the selected
wireless router will be cloudlet itself. After performing the analysis for everywireless
router, the coverage of each cloudlet is given in Table 2.

It is clear from Table 2 that for 20 wireless routers, total 6 cloudlets provide 100%
coverage to all wireless routers. Cloudlet deployed at wireless router number 17 is
serving to the users of this router only. Ifwe sacrifice the connectivity to these users by
removing this cloudlet, then 17% of the total cost (in terms of cloudlets) will be saved
with 95% coverage to the remaining users. Removing one more cloudlet (connected

Table 2 Coverage of each
cloudlet for 20 WRs

Cloudlet No. Cloudlet deployed at
WR position

Covered WRs

1 1 1, 5, 9

2 2 2, 3, 12, 13, 14, 15, 19

3 7 7, 11

4 13 2, 4, 6, 8, 10, 13, 18

5 17 17

6 20 16, 20



Building a Cloud-Integrated WOBAN with Optimal … 129

Fig. 4 Percentage coverage
of wireless routers by
varying cloudlets and
wireless routers
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with minimum number of routers) will further result in 85% network coverage area
and 33% of cost saving. So, in this way, there will always be a trade-off between
network cost and coverage area.

An extensive simulation is carried out for a varying number of wireless routers,
namely 10, 30, 40, and 50 as shown in Fig. 4. Increase in number of wireless routers
will not increase the network latency since we considered 350 m coverage constraint
[7] for each case. From the figure, we can find out the total number of required
cloudlets for given number of wireless routers to ensure 100% connectivity to all
the users. It is clear from Fig. 4 that for the desired level of coverage, we can find
out required number of cloudlets; hence, we can calculate the network cost in terms
of deployed cloudlets. Reduction in number of cloudlets will decrease the network
coverage but will result in cost saving. Hence, proposed algorithm offers a solution
to the network service providers in terms of network coverage and cost.

5 Conclusion

Cost efficiency and coverage are the two important parameters considered while
deploying the communication network components. In cloud-integratedWOBAN, it
is an importantmeasure to optimize cloudlet numbers and position in order to provide
maximum coverage and minimum deployment cost. The proposed work fulfills this
requirement and suggests a trade-off between the number of cloudlets and percentage
network coverage without affecting the latency of the network.

In the future work, number of cloudlets can further be optimized, and its utility can
be enhanced by shifting wireless routers in the network without affecting network
latency.
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VR Classroom for Interactive
and Immersive Learning with
Assessment of Students Comprehension

J. S. Jaya Sudha, Nandagopal Nandakumar, Sarath Raveendran,
and Sidharth Sandeep

Abstract The virtual classroom environment is created using virtual reality that
enables multiple students to enter as if in a real class but with better learning envi-
ronment. Conventional learning is currently limited in the current model of textbook
teaching. An interactive and visual environment provided for learning enhances the
rate at which the student grasps concepts. Even thoughmanymodern online teaching
methods are available today, it is not possible to check whether a student is paying
attention or not. Technology is evolving at a very fast rate, and this research is an
apt integration of two modern technologies: machine learning and virtual reality, so
as to increase the quality of education for students. A shared VR environment, opti-
mised for learning, will be created. Students can wear a head-mounted display and
select an avatar for themselves, which will be seen by other students and teachers.
The VR environment is created using Unity3D software. Students will also have to
wear an EEG scanner on their heads. The output of this scanner will be fed to the
machine learning subpart. Neural networks are used to identify whether the student
is paying attention or not. If a student is not paying attention, the teacher will be
informed about it, with a message near the student’s avatar. It has many advantages
over traditional learning techniques, like usage of multiple senses and inclusivity for
differently abled students.

Keywords Virtual reality ·Machine learning · Recurrent neural network

J. S. Jaya Sudha · S. Raveendran · S. Sandeep (B)
Computer Science and Engineering, Sree Chitra Thirunal College of Engineering,
Thiruvananthapuram, India
e-mail: sidharthsandeep97@gmail.com

J. S. Jaya Sudha
e-mail: jayasudhajs@gmail.com

N. Nandakumar · S. Raveendran · S. Sandeep
Sree Chitra Thirunal College of Engineering, Thiruvananthapuram, India
e-mail: nandg8@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. M. Thampi et al. (eds.), Advances in Computing and Network Communications,
Lecture Notes in Electrical Engineering 735,
https://doi.org/10.1007/978-981-33-6977-1_11

133

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6977-1_11&domain=pdf
mailto:sidharthsandeep97@gmail.com
mailto:jayasudhajs@gmail.com
mailto:nandg8@gmail.com
https://doi.org/10.1007/978-981-33-6977-1_11


134 J. S. Jaya Sudha et al.

1 Introduction

Virtual reality is currently one of the most trending technologies today. It is a sim-
ulated experience that mimics a real-world environment using computer-generated
imagery. The user will be completely immersed in this generated virtual environment
and will interact within its bounds. This provides a higher level of interactivity for
students.

Machine learning is another trending topic in technology. It can be defined as the
application of artificial intelligence (AI) that provides the ability to automatically
learn and improve from experience without being explicitly programmed. This can
be used to assess the learning levels of students. Virtual reality and machine learning
are not utilised to the fullest, in the field of education. The education system still
holds on to its traditional methods. Our aim is to use these two technologies to create
a better, interactive and visual environment for teaching and learning that enhances
the rate at which the student grasps concepts.

The existing models of teaching are extremely limited in terms of comprehension
and interactiveness. Technology has improved at a phenomenal rate but no significant
application of it has been implemented to enhance the learning experience. The
existing model does not provide an immersive learning environment for students nor
does it allow teachers to gain an idea of student’s comprehension. Virtual reality
environment increases the interest of students with immersive learning and better
teaching methods can be adopted by analyzing the concentration of students using
EEG signals.

The general aims to be attained by this research are: To create a shared virtual
reality environment optimised for learning. To analyse whether the VR environment,
accessible from anywhere by students and teachers, can be efficiently used instead
of conventional teaching methods. To use machine learning to analyse concentration
of students by measuring their EEG signals in real time and analyse whether this can
be used to measure the level of attention of students since the teacher and learners
are not physically present at the same place.

2 Literature Review

Aftab et al. demonstrate that individualised instruction is superior to the traditional
one-size-fits-all teaching approach [1]. The use of 3D virtual environments for educa-
tional purposes is becoming attractive because of their rich presentation, user-friendly
interaction techniques and adaptive capabilities.A fuzzy logic-based approach is used
to quantitatively measure the level of learning of students, and it is used as adaptation
criterion for changing the contents of 3D-virtual learning environments. The system
displays the customized teaching materials for different students, which results in
improved learning. The experimental results showed that the proposed approach is
effective and can be efficiently used to enhance the learning capabilities of students
in 3D-VLEs.
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Georgios et al. describe a software tool aimed to improve teaching effectiveness
[2]. The tool utilises virtual reality technologies such as OCULUSRIFT, virtual real-
ity helmet and Unity3D game engine in an attempt to simulate a virtual classroom
experience. The tool focuses on offering an asynchronous distance learning expe-
rience to the students via a 3D application, which allows students to participate in
lectures, ask questions to the virtual instructors and receive pre-stored or generated
answers. This research focused to simulate the experience of a student in a classroom,
including the interactions between the students and the lecturer.

Chung-Yen et al. conducted a research to measure human’s brain waves; the
evaluation is built based on the energy of watching a video [3]. Brainwave reflects the
change in electrical potential resulting from the conjunction between the thousands
of brain neurons. A neuron can receive signals from other neurons and starts off
cyclic discharge reaction when sufficient energy is accumulated. That is also the
reason why people persistently emit brainwaves. However, some people rely on their
brain to deal with many things, and it may lead to learning status. The learning status
includes good, questionable and bad. This learning status can be classified based
on their response. Users click choices in the system. Then, using deep learning to
predict their learning status through the experiments. The experimental results of
this research indicated that this method is valuable for learning status prediction.
This type of learning status classification can be used to assess whether students are
confused or attentive in class.

3 Overview

A multiuser environment with a virtual interface provides access to teachers and
students. This is used to create and access the virtual environment when required. In
this project work, the classroom, the lecturer and the virtual students were simulated
using 3Dmodels. The EEG device collects the students data, analyses it and makes a
prediction of whether the student is confused or not and displays this to the teacher.
The research can be divided into three main subsystems: Virtual reality subsystem,
machine learning subsystem and multiuser subsystem. Integration of the various
components and the hardware was included. The use case diagram is shown in Fig. 1.

3.1 Hardware

Avirtual reality headset allows the user to access the virtual environment. The device
is mounted on the user’s head. A virtual reality headset is mandatory for users to
participate in the virtual from any location. The project was completed on Oculus
Rift VR headset.environment
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Fig. 1 Use case diagram

An EEG headset was used to measure the brainwaves of the user. The device
used was Neurosky Mindwave Mobile 2 which is a portable EEG headset. It uses
TGRAM1 module which reads the user’s raw EEG signal, delta, theta, alpha, beta
and gamma waves [4]. The data was read by connecting the device using Bluetooth
COM port.

3.2 Virtual Reality Subsystem

The classroom 3D environment is created as part of this subsystem. 3D models that
are created using 3D modelling software are placed in appropriate places, so as to
make up the environment. This subsystemalso dealswith usermotion, interaction and
animation. The important components developed are: humanoid avatar for students
and teachers, whiteboard and virtual interface for interaction within the environment.
The overview of the VR subsystem is shown in Fig. 2.
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Fig. 2 Overview of VR
subsystem

The humanoid avatar is a 3D model that resembles a human being. This model
is assigned to the users within the virtual environment. The hands of this humanoid
avatar mimic the movement of the controller which the user moves. The parts of the
avatar are animated andmoved accordingly using inverse kinematics [5]. Kinematics
describes the rotational and translational motion of points and objects without any
reference tomass, force or torque.Thismethodof posing a skeletonmodel is knownas
forward kinematics.However, it is often useful to look at the task of posing joints from
the opposite point of view, given a chosen position in space, and working backwards
and orienting the joints so that the end point lands at that position in the environment.
This approach is known as inverse kinematics (IK). In this project, only simple
locomotion needs to be implemented, so a heuristic approach is sufficient. Heuristic
solvers do not take into consideration spatio-temporal corrections between nearby
joints, as they treat each joint’s constraint independently with no global constraints.
In such a way, the humanoid avatar can be implemented. Also, the user’s name is
displayed on top of the avatar. In case of student, the confusion value predicted by
the machine learning model and the attention value given by the EEG hardware are
also displayed on top.

The whiteboard is a 3D surface with white texture applied on it, i.e. the colour
white is applied on each of the pixel of thewhiteboard surface texture. Thewhiteboard
pen is another 3D model, which can be interacted with, i.e. grabbed and moved, by
the user. A technique called raycast touch is used to detect when the user touches the
whiteboard with the pen. Raycasting is a process by which a 3D object casts a ray
that is cast by a 3D object in some direction. In this case, the ray is cast by the tip of
the pen, parallel to its direction.

The VR user interface includes the VR main menu, login screen, etc. The user
interaction is done with the help of straight-line pointers. When the user holds the
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haptic device in a direction and presses a button, a straight line pointer is shown in that
direction. If a 3D object comes in the path of the pointer, the pointer stops there. If the
object is an interactable object like the login button or a key on the virtual keyboard,
it gets highlighted in another colour. The user can then press another button to select
that option.

3.3 Machine Learning Subsystem

The machine learning subsystem consists of collecting the EEG data, analysing it
and producing the output showing th student’s confusion level, on a scale of 0–100
(0-least confused, 100-most confused). It also sends the average attention value of
the last minute, as calculated by the hardware, as an output. The result is shown on
top of the student’s avatar, which can be seen by the teacher.

The datasets were available of motor movements, emotions, event related and
visual recognition. One dataset found was “EEG dataset of fusion relaxation and
concentration moods,” Ahmed Albasri [6]. However, this dataset was not suitable
since relaxation and concentration were not an accurate criteria for whether the
student is confused or not. The dataset suitable for and selected was: “Confused
student EEG brainwave data” by Wang [7]. This data had been collected from ten
college students while they each watched ten MOOC video clips. The students wore
a single-channel wireless headset that measured activity over the frontal lobe. After
each session, the students rated their confusion level on a scale of 1–7, where one
corresponded to the least confusing and seven corresponded to the most confusing.
These labels if further normalised into binary labels of whether the students are
confused or not. The data was sampled at 0.5Hz. So, for every second, there will
be two rows of data. Therefore, for a minute, there are 120 rows of data. That is,
each 120 rows corresponds to one data point. In total, there are 120,000 rows, which
corresponds to 100 data points.

Some of the videos were not exactly one minute in length. Some were a few
seconds short and some longer. But for training purposes, all data points should
contain the same number of rows. The shortest number of rows for a data points
was found to be 112 (the shortest video was 56s in length). So, for every datapoint,
the rows after 112 were removed. The features attention, mediation and predefined
label are removed. The features attention and mediation are proprietary values which
are calculated by the device itself, and these are device specific and are not suitable
for the project. The features selected for the model are raw, delta, theta, alpha low,
alpha high, beta low, beta high, gamma low, gamma high waves [8] and the label.
The data is rearranged into a 3D array with dimension 112,100, 9. 112 number of
rows for each datapoint, 100 being the number of datapoints and 9 being the number
of features. Since a single data point has 112 rows, it takes 56s to be created, at a
sampling rate of 0.5Hz. So, in real time, the ML model can predict a new confusion
value every 56s.
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Fig. 3 Machine learning
model

Machine Learning Model Long short-term memory (LSTM) is used for creating
the model for classifying the student. LSTM is an artificial recurrent neural network
(RNN) architecture [9] (Fig. 3).

First a sequential model, which is a linear stack of layers, is created. Then, batch
normalisation is done. A convolution network is used with ten filters and kernel size
3 (length of convolution window) [10]. AN LSTM network is implemented. A layer
with dimensionality 32 and activation function “relu” is applied. 0.2 fractions of the
input units are dropped toprevent overfitting.The activation function “sigmoid” along
with dimensionality 1 is implemented. The dataset contains labels 0 and 1. Since the
final layer is a sigmoid activation function, the output of the neural network is a value
between 0 and 1, which is the probability of the label to be 1. In order to give output
as in a classic binary classification problem, a threshold, say 0.5, can be set, and if
the probability is greater than that, the label is 1, else, it is 0. But in this project, we
multiply the probability by 100 to obtain an approximate scale of confusion of the
student.
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3.4 Multi-user Subsystem

The VR environment has to be shared by multiple users, that is, teacher and students
at the same time. The three main functions of this subsystem are: user authentication,
join/create rooms and synchronising user actions. The users are given the ability to
create accounts and login. A server has to be maintained, and connection-oriented
communication is used since reliability is of high priority. NoSQL database using
JSON objects are used for storing user data.

Whenever a user registers a new account, with username, password and email
parameters, the credentials are validated and a new object is created with the above
fields. A unique user ID is assigned to each user. The timestamp of creation of account
is also stored. When a user tries to login with a username and password, the objects
are checkedwhether a user with such credentials exists and is logged in based on that.
Once the user has logged in, they have to create or join a room. Usually, a teacher
creates a room and students join after that using connection-oriented communication.
The room data is also stored as JSON objects. When a teacher tries to create a new
room, the objects are checked whether a room of the same name already exists. If
not, the room is created. When a student tries to join a room, the objects are checked
whether such a room exists, and if it exists, a new object entry is made with the
username of the student. In this manner, the room continues to be in existence even
if the teacher leaves, as long as there is at least one student remaining in the room.

Synchronise user actions The various actions done by each user have to be reflected
to each user in the room using connectionless communications since speed has higher
priority over reliability. The main tasks involved are given below.

User movement: Whenever a user changes their position, the new position value
has to be sent to every other user and that user’s avatar has to be moved to the new
position in every user’s view.

User animation: Similar to movement, every user’s animations have to sent to every
other user and applied everywhere.

User confusion value updated: Whenever the machine learning subsystem updates
the confusion and attention value of user, it also has to be sent to other users and has
to be displayed above the particular user’s avatar in every user’s view.

Voice communication: Whenever a user speaks, it has to be recorded, sent to all
other users and played there.

3.5 Implementation

Unity game engine is used to create, both 2D and 3D, experiences or environments
[11]. The engine’s primary scripting API is done in C sharp. Unity was used to
create a virtual classroom which mimics a real-life classroom. It contains models
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of 3D models of desks, chairs and a whiteboard. The users on accessing the virtual
environment are assigned avatars which are modelled after human beings. These are
visible to the users, so they can interact with each other. The teacher can use the
blackboard to write and draw. This would be visible to all the users.

A framework called VRTK is used for interfacing the Oculus rift with Unity and
for implementing the various VR specific actions in the environment like setting the
camera in front of the HMD, setting up VR interactable objects like grabbable pen,
VR UI [12]. Another framework named VRIK is used for implementing the inverse
kinematics associated with the humanoid avatar.

Machine learning model is implemented in the Python programming language. A
library calledKeras is used to create themodel asmentioned in the design. Keras is an
open-source neural network librarywritten in Python. It usesTensorFlowas back end.
TensorFlow is a free and open-source software library for dataflow and differentiable
programming across a range of tasks. It is also used formachine learning applications
such as neural networks. Also, the Pandas library is used while building the model, in
order to retrieve the dataset stored as a CSV file. Pandas is a software library written
for data manipulation and analysis. The NumPy library is used for manipulations
such as preprocessing the dataset into a 3D array. NumPy is a library adding support
for large, multi-dimensional arrays and matrices, along with a large collection of
high-level mathematical functions to operate on these arrays. The built model is
saved as .sav file and is loaded into another script, for prediction.

NeuroPy is a library written in Python to connect, interact and get data from
NeuroSky’s MindWave EEG headset. This was used to collect the EEG data of the
students in real time. The EGG headset is connected using Bluetooth, and a Python
script is used to read the EEG signals at a periodic rate and pass it to algorithm for
analysis.

PlayFab is a back-end platform, developed by Microsoft for building and operat-
ing live environments. It is used for creating and authenticating user accounts which
is integrated to the virtual environment. It uses TCP connection-oriented communi-
cation [13]. It was integrated with Unity engine. Photon Unity networking (PUN)
is a Unity package for multiuser environments. It allows frameworks for getting
users into rooms where objects can be synchronised over the network. Photon is
used for implementing the managing of rooms and synchronising user actions. TCP
connection-oriented communication is used for managing rooms, and UDP connec-
tionless communication is used for synchronising player actions. Photon voice is
used for implementing voice communication.

The source code for our proposed systemhas beenmade available inGitHub under
the open-source lisense (www.github.com/nandg81/VRClassroom). A website has
been created for viewing the details and teaching/learning in the virtual classroom
(www.vrclassroom.c1.biz).

www.github.com/nandg81/VRClassroom
www.vrclassroom.c1.biz
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3.6 System Integration

The ML subsystem and VR subsystem are integrated using the ZeroMQ protocol
[14]. ZeroMQ is a high-performance asynchronous messaging library, aimed at use
in distributed or concurrent applications. The Python script running the ML model
acts as the server, and the Unity C sharp script in the VR environment acts as the
client. Sockets are created on both sides, binding is done on the server side and client
connects to the server. The Unity client continuously requests the server. Whenever
the ML model predicts a new value, the server sends that value and the average
attention value over the last 56 s to the client. The Unity script then update the value
on top of the user avatar.

4 Results and Discussion

4.1 ML Model Performance

The original dataset had 100 instances. First, it was split as 90–10, 90 for the training
set and 10 for the test set. An average accuracy of around 76% was obtained. Since
there are dropout layers involved, random connections are dropped every time it is
trained or tested. This is done so as to avoid overfitting. This has led to deviating
behaviour while training, evenwith same data, since each time it is trained and tested,
different connections are dropped randomly. Still, overall the accuracy ranges from
75–80%. The model loss was also found to decrease, as training progressed. As
another test, K-fold cross-validation was applied on the same dataset. The K-fold
split was 5. The average accuracy obtainedwas 78%.The dataset, asmentioned by the
creators itself, is an extremely challenging dataset to perform binary classification.
Some of the reasons are the presence of a large number of features as well the large
number of rows present, just for a single data point. The execution of the model was
very fast. Although the TensorFlow initialisation takes 10–20 s, predictions were
made within 1–2 s (Figs. 4 and 5).

4.2 VR and Multi-user Subsystems Performance

The VR environment created in Unity was running smoothly on the tested Oculus
hardware and a PC with average configuration as sixth gen Intel Core i5, 4 GB RAM
and a fairly good GPU. The 3D rendering of the environment was smooth and fast.
The initialisation of the environment takes just 1–2 s. The speed and efficiency of the
multi-user subsystem were also remarkable. For user authentication, with an average
4G Internet connection, PlayFab did the user authentication and registration with
3–6 s. Photon was able to synchronise data at a very fast rate. Changes made in one
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Fig. 4 90–10 split model accuracy

Fig. 5 K-fold cross-validation model accuracy

user’s environment was reflected in other users’ within 1–2 s. Joining and creating
room were done in 3–10 s. The communication between Unity and Python was very
fast. Data was transmitted within a second of prediction.

4.3 Discussion

A real-world test was conducted for the accuracy of the ML system. On watching
a video lecture of a difficult topic, 7 out of 10 predictions classified the student as
confused. Similarly, on watching a video lecture of an easy topic, 7 out 10 predic-
tions classified the student as not confused. Thus, the system on average worked as
theoritized with an average accuracy of 70%. For the virtual environment, users were
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found to be more attentive than in a traditional classroom, based on the brain activity
measured using EEG waves. The virtual user interface removed the need for the user
to take off the VR headset until the end of the class, this increased the immersiveness.
A traditional login selection system using keyboard and mouse was found to break
the immersiveness.

The same topics were taken for a set of learners first in conventional form, then
using the VR environment. The interest of students were captured for a longer period
of time when the VR environment was used. Also the teacher was able to identify
which topics were confusing due to the feedback from the neural network. These
topics were taught as usual in the conventional form. But in the VR classroom, the
teacher was able to identify them and put more emphasis on these topics.

5 Conclusion and Future Work

Virtual reality applications are increasingly being used in education now. The aim
of this research work is to supplement conventional learning techniques, which are
limited in scope, with the help of an interactive VR environment. The VR classroom
provides this by helping students to take part in classes irrespective of their physical
location. This is very important in the current context, with the spread of COVID-19
leading to many universities resorting to online classes. VR classroom can be used
as a direct alternative to online video classes. It gives students and teachers a more
realistic feel of a classroom and has a higher chance of increasing the concentration
of students. But one of the hindrances is the high cost of VR and EEG hardware.
By using Unity and VRTK, the project is compatible with most devices and will be
easy to maintain and update. With the usage of EEG headsets to analyse the student’s
attentiveness in class, the teacher is notified if the student is not grasping concepts,
and this provides an additional increment to the rate of learning. The teacher can
assess whether the current method of teaching is sufficient. Due to these features,
this research work would be useful in any part of the world for providing better
education.

In the research work done, students and teachers are required to choose an avatar
and that avatar is displayed to the other users. An improvement that can be done is
to make avatars actually look like the user. By capturing photos of the user from
multiple angles, modern techniques like DeepFakes can be used to display the face
of the user itself on the avatar and do lip syncing. This makes the VR classroom
even more closer to the real classroom. Another improvement that can be done in
future is to use the VR environment for various teaching purposes, like displaying 3D
models in the VR environment, demonstrating real-life processes to help the students
understand better.
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Localization of Self-driving Car Using
Particle Filter

Nalini C. Iyer, Akash Kulkarni, Raghavendra Shet, and U. Keerthan

Abstract Autonomous system or self-driving car needs to localize itself very
frequently or sometimes continuously to determine its proper location that is essen-
tial to perform its navigation functionality. The probabilistic models are among the
best methods for providing a real-time solution to the localization problem. Current
techniques still face some issues connected to the type of representation used for
the probability densities. In this paper, we attempt to localize the self-driving car
using particle filter with low variance resampling. Particle filter is a recursive Bayes
filter, non-parametric approach, which models the distribution by samples [1–3]. A
specially modified Monte Carlo localization method is used for extracting the local
features as the virtual poles [4, 5]. Simulations results demonstrate the robustness of
the approach, including kidnapping of the robot’s field of view [6]. It is faster, more
accurate, and less memory-intensive than earlier grid-based methods.

1 Introduction

Autonomous cars also known as self-driving cars have been studied and researched
by many research centers, automotive companies, and other industries around the
world since mid-70s. Some of the most important examples of self-driving cars
research platforms are the vehicle of the University of the Bundeswehr Munich,
Navlab’s mobile platform, UniBw Munich’s, and Daimler-Benz’s vehicles “VaMp”
and “VITA-2.”

The recognition system of the self-driving car is responsible for estimating the
state of the car and also for creating a representation of the environment around it,
using data captured by on-board sensors. The decision-making system is responsible

N. C. Iyer · A. Kulkarni (B) · R. Shet · U. Keerthan
KLE Technological University, Hubballi 580031, India
e-mail: akash.kulkarni@kletech.ac.in

N. C. Iyer
e-mail: nalinic@bvb.edu

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. M. Thampi et al. (eds.), Advances in Computing and Network Communications,
Lecture Notes in Electrical Engineering 735,
https://doi.org/10.1007/978-981-33-6977-1_12

147

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6977-1_12&domain=pdf
mailto:akash.kulkarni@kletech.ac.in
mailto:nalinic@bvb.edu
https://doi.org/10.1007/978-981-33-6977-1_12


148 N. C. Iyer et al.

for navigating the car from its initial position to the final position as defined by the
user.

In order to navigate the car throughout, the decision-making system needs to know
where the car is. The localization module is responsible for estimating the car state
in relation to static or offline maps of the environment. These offline maps or static
maps are calculated before the autonomous operation, by using the sensors of the
car. A car might use one or more different maps. We will discuss the methods of
generating the landmark maps for localization in the coming sections.

The localizer module receives as input the static maps and sensors data and gener-
ates output the location and state of the car. ThoughGPSmay help for the localization
process, but it alone may not be enough for localization in urban environments due
interference caused by the trees, building, tunnels, etc. The GPS uses trilateration
method to locate our position. In these measurements, there may be an error from 1
to 10 m. This error is too important for the car and can potentially be fatal for the
autonomous vehicle.

Localization is the step implemented in the majority of robots and vehicles to
locatewith a small errorwith respect to ground truth.A brief of the different technolo-
gies or methods used for localization as reported by various authors is summarized
below. Various localization methods that do not depend on GPS have been proposed
in the literature. They can be divided into three classes: LIDAR-based localization,
LIDAR plus camera-based localization, and camera-based.

LIDAR-based localizationmethods depend solely on LIDAR sensors, which offer
accuracy and easiness for processing. However, LIDAR will cost more than the
camera. Industries are trying to reduce the cost of the LIDAR. In LIDARplus camera-
based localization methods, LIDAR is used to build the map, and camera is used to
predict the car’s position relative to the map. Camera-based localization methods are
cheap and convenient, even though it is less precise and/or reliable.

Some methods rely mainly on camera data to localize self-driving cars. Brubaker
proposed a localization method based on visual odometry. They use the Open-
StreetMap, extracting from it all crossing and all roads connecting them in the area
of interest. A recursive Bayesian filtering algorithm is used to perform inferences
in the graph and the model of how the car moves as measured by the visual odom-
etry. This algorithm is able to pinpoint the car’s position in the graph by increasing
the probability that the current pose lies in a point of the graph that is correlated.
Ziegler describes the localization methods used by vehicle Bertha. Two complemen-
tary vision-based localization techniques were developed, named point feature-based
localization (PFL) and lane feature-based localization (LFL). In PFL, the current
camera image is compared with images of a sequence of camera images that is
acquired previously duringmapping. In LFL, themap, computed semi-automatically,
provides a global geometric representation of road marking features. The current
image is matched against the map by detecting and associating roadmarking features
extracted from a camera image. Based on the above contributions proposed by the
respective authors to provide optimal solutions for localization of the self-driving car,
the gaps identified are failure in feature extraction through camera, and the algorithm
used for robust method for localization using the predefined landmarks in the offline
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maps. To overcome this issue, a particle filter algorithm is proposed with the low
variance resampling of the weights.

The rest of the paper is organized as follows. The overview of the particle filter
algorithm is given in Sect. 2. The proposed methodology used in localization of the
self-driving car is discussed in Sect. 3. The experimental results are discussed in
Sect. 4. The paper is summarized and concluded in Sect. 5.

2 Overview of Particle Filter

The particle filter realized as a set ofmathematical equations that provides an efficient
computational means to implement the Bayes filter. In a particle filter, we randomly
create particles throughout, and we assign a weight to every particle. The weight of
the particle represents the probability that our car is at the location of the particle.
Unlike the Kalman filter [7], we have probabilities that are not continuous values but
discrete values. Here, we talk about the weights.

The implementation of the algorithm is according to the following scheme. We
distinguish four stages: (1) Initialization, (2) Prediction, (3) Update, (4) Re-sampling
with the help of several data such as global positioning system, IMU, speeds, and
measurements of the landmarks [8].

2.1 Initialization

We use an initial data from the GPS and add noise to it because of sensor inaccuracy.
Each particle has a position (x, y) and an orientation. This gives us a particle distri-
bution throughout the GPS area with equal weights. We are interested in predicting
the state of the car at the current time k, given the initial state and all measurements
Zk = {zk, i = 1, 2, · · · k}. We will work on 3D state vector that is X = [x, y]T , posi-
tion and orientation of the car. The posterior density of the Bayesian filter problem is
p
(
xk |Zk

)
of the current state on all measurements [9]. The probability density func-

tion is taken to represent all the knowledge we know about the state Xk , from that
we can predict the current position. This density function will be multi-modal, and
computing a single position is not appropriate. To localize, we need to recursively
calculate the density p

(
xk |Zk

)
at every time step. These are done in following phases

[10–13].
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2.2 Prediction

Once particles initialized, we make a first prediction taking into account the speed
and rotation of the car. In every prediction, our movements will be taken into consid-
eration. We use the motion model to estimate the current position of the car in the
form of probability density function p

(
xk |Zk

)
, by taking motion into consideration.

The assumption here is that the current state Xk is only dependent on the previous
state Xk−1 and a given input control uk−1. The predictive density over xk is then
obtained by integration.

(
xk |Zk−1) =

∫
p(xk |xk−1, uk−1)p(xk−1|Zk−1)dxk−1

2.3 Update

In this phase, we used measurement model to take the information from the sensors
to obtain the probability density function p

(
xk |Zk

)
. The assumption here is that the

measurement zk is conditionally independent of earlier measurements Zk−1 given
xk , and the measurement model is given by p(zk |xk). This term gives that the car is at
location xk given that zk was observed. The probability density function is obtained
using Bayes theorem:

p
(
xk |Zk−1

) = p(zk |xk)p
(
xk |Zk−1

)

p
(
zk |Zk−1

)

This process is repeated recursively. At time t, the knowledge about the initial
state x is known in the form of p(x). The initial position is given as the mean and
co-variance of a Gaussian centered around x.

3 Proposed Methodology

The proposed methodology for the localization of the self-driving car using the
particle filter includes initialization, prediction, update, and resampling as shown
in Fig. 1. In sampling, step one represents the density as the probability function
p
(
xk |Zk

)
by a set of N random samples drawn from it. Then, recursively calculate

at each time-step k the set of samples Sk that is drawn from p
(
xk |Zk

)
.

In parallel with the formal filtering problem as explained in Sect. 2, the algorithm
proceeds in two phases.
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Fig. 1 Methodology

Prediction phase: In this phase, we have the set of particles Sk−1 calculated in the
previous iteration and apply the motion model to each particle by sampling from the
probability density function [14].

A new set [s′ik] is obtained that approximates a random sample from the empirical
predictive density

[
p
(
xk |Zk−1

)]
.

p
(
xk |Zk−1

) =
N∑

i=1

p
(
xk |Sik−1, uk−1

)

This describes a density approximation to
[
p
(
xk |Zk−1

)]
consisting of equally

weighted combination of p
(
xk |Sik−1, uk−1

)
per sample [s′ik−1]. From stratified

sampling, we draw one sample [s′ik] from each of the N to obtain [s′ik].
Motion model equations:

x f = x0 + v

o
[sin(θ0 + o(dt)) − sin(θ0))]

y f = y + v

o
[cos(θ0) − cos(θ0 + o(dt))]

θ f = θ0 + o(dt)

Update phase: In this phase, we have the measurements [zk] and weights each of
the samples in [s′ik] by the weight [m′ik = p

(
zk/s′ik

)] that is the likelihood of s′ik
given [zk].
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Then, calculate by resampling from this set for [j = 1, 2, 3 … N] draw one [Sk].
sample [s j

k ] from [{s′′ik,mi
k}].

We use the measurement model from the prediction phase and sample from the
empirical posterior density:

P̂
(
xk/Z

k
)
αp(zk/xk)P̂

(
xk/Z

k−1
)

Resampling phase: To accomplish the above phase, we use a statistics technique
called importance sampling. In a correction action, each of the sample is then updated
with other weights by attaching the importance weight [w = p(x)/ f (x)].

We sample from
[
p(x) = p̂

(
xk/Zk

)]
and take the importance function[

f (x) = p̂
(
xk/Zk−1

)]
. In this phase, it selects the particles with the higher prob-

ability samples that have the high likelihood associated with them, and a new set
is obtained that approximates a random sample from. This resampling algorithm
performs efficiently in O (N) time [15, 16].

We re-weight the obtained samples by:

mi
k = g(x)

f (x)
= p(zk |xk) p̂

(
xk |Zk−1

)

p̂
(
zk |Zk−1

) = p(zk |xk)

Subsequent resampling of the samples is required to convert the non-random
samples back into a set of equally weighted samples:

Sk = {
sik

}

The steps are repeated recursively. To initialize, we start at time k = 0 with a
random sample from the previous values [17, 18].

4 Experimental Results and Discussion

The particle filter algorithm for the localization of the self-driving car with the resam-
pling method was implemented, and the experimental results obtained are discussed
in this section. The algorithm is tested for the cases where there is curvature as well
as the linear motion of the car with the dataset of the known GPS location of the
poles on the virtual simulation platform are discussed in detail.

Test case 1:Straight Line Path: The location of the poleswith the actual GPS location
is marked on the virtual simulation platform which is shown in the below diagram.
The map containing the landmarks, initial location of the car with a big uncertainty,
noisy landmarks observation while the vehicle is moving which is provided as the
input to the filter. In this test case, the vehicle is heading in the map in a straight path
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Fig. 2 Test case for straight path

without the significant change in the heading angle. The maximum error between
the actual path and the predicted path is less than 1 m, i.e., 0.75 m (Fig. 2).

Test case 2: Curved Path: One of the key advantages of the particle filter algorithm
with the resampling methods over the Kalman-filter-based approaches is the ability
to represent the multi-model probability distribution. Where there will be nonlinear
data, i.e., the path where the vehicle is heading is through the curved path, and there
is a nonlinear data from the observation model as well as the motion model from the
algorithm. In this test case, the vehicle is heading in the map in curved path with a
varying change in the heading angle. The maximum error between the actual path
and the predicted path is less than 1 m, i.e., 0.83 m (Fig. 3).

Test case 3: Entire Scenario: Figure 4 presents the entire scenario or the environment
where the car will travel for testing of the particle filter. The particle filter posed a
better accuracy and reduced the GPS error from 5 to 10 m to an error rate less than
1 m.

5 Conclusion

In thiswork,we introduced an approach to localization of self-driving car, the particle
filter also known as Monte Carlo localization method. Instead of approximating the
probability density function, we represent the samples randomly drawn from it.
By using the resampling type methods, we have combined the advantages of grid-
based Markov localization with the efficiency and accuracy of Kalman-filter-based
approaches. The algorithm is able to deal with ambiguities and thus can globally
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Fig. 3 Test case for curved path

Fig. 4 Entire map
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localize a car along with a nonlinear data. By concentrating on the resources and
cost on the relevant parts of the state space, this method can efficiently and accu-
rately estimate the position of the vehicle. When compared to other methods, this
approach has significantly reduces memory requirements while at the same time data
acquisition in real time is considerably higher frequency. Even though this algorithm
gives the promising results with the current resampling methods, there are still draw-
backs where we can work on, one potential issue with the specific algorithm is that
the step used in the resampling step, where the weight with the higher value will be
selected multiple times, resulting in the loss of diversity.
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Convex Combination of Maximum
Versoria Criterion-Based Adaptive
Filtering Algorithm for Impulsive
Environment

S. Radhika, A. Chandrasekar, and K. Ishwarya Rajalakshmi

Abstract This paper elaborates convex combination approach of two maximum
versoria criteria-based adaptive filters for impulsive environment. The maximum
versoria criteria-based adaptive filter performs better than minimum mean square
error and maximum correntropy criteria under impulsive environment. The main
drawback with the current approach is that there is trade-off in the speed of conver-
gence and steady-state mean square error. In order to overcome this trade-off, convex
combination method is adopted in this paper. A new update rule is also proposed
to make the algorithm to have more robustness. Experiments were conducted for
echo cancellation and system identification applications to validate the performance
improvement of the proposed approach.

Keywords Adaptive filter ·Maximum versoria criterion · Convex combination ·
Impulsive environment · Convergence · Robustness

1 Introduction

Means square error (MSE)-based adaptive filters are found to be suitable for Gaus-
sian models and linearity assumption [1]. These algorithms do not perform well
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under non-Gaussian and nonlinear assumptions. Generally, lower-order moment-
based adaptive filters are used for situation where heavy tailed (Laplace, Alpha-
stable) interferences occur. Some of the well-known examples are the family of sign
algorithms (SA) [2] and mixed norm algorithms [3]. On the other hand when the
interference is said to be made of light tailed noise like uniform binary distribution,
higher-order moment-based algorithms such as the least mean fourth (LMF) is used
[3].

Recently, information theory criteria-based adaptive filters enjoy robustness
against non-Gaussian impulsive interference. The well-known algorithm is the
maximum correntropy criterion (MCC) algorithm and its variants [4, 5]. The
maximum versoria criterion (MVC) proposed in [6] indicates that they have better
performance than MCC as well as reduced computational complexity. The perfor-
mance analysis made in [6] indicates that it mainly depends on the radius of the
circle that generates versoria. Also it is found from the simulation results that lower
value of steady-state MSE can be obtained with radius chosen as smaller at the cost
of lesser convergence speed and vice versa. Therefore, it is required to remove this
trade-off in the performance of MCC algorithm.

It is known from the literatures that convex combination is found to be more
suitable method to improve the overall performance of algorithms [7–10]. Thus, in
this paper, an attempt has been made to propose a robust adaptive filter by convex
combination of standard MVC based filter with complementary values of radius of
the generating circle of versoria in order to obtain good convergence speed together
with lesser steady-stateMSE. Therefore, themain objective of the paper is as follows:
(1) To propose a novel robust adaptive filter based on convex combination approach
which can combine the best feature of the combining filter so as to remove the trade-
off in the performance. (2) To propose the logarithmic function of error-basedmixing
strategy so as to maintain the robustness as the mixing parameter based on MSE will
not be suitable for non-Gaussian interference. (3) A new weight transfer method is
also proposed to further improve the performance. The remaining of the paper is
distributed as follows. Section 2 describes the maximum versoria criteria, and the
proposed method is introduced in Sect. 3. In Sect. 4, the simulations are performed
to validate the proposed approach. Conclusions are made in Sect. 5.

2 Maximum Versoria Criterion-Based Adaptive Filter

Let us consider the problem of identification of unknown system. Using linear
regression model, the desired signal dn is given as:

dn = xT
n wo + vn (1)

where wo is the unknown optimal weight. xn denotes the input given by xn =[
xn, xn−1, xn−2xn−N+1

]
. Let vn be the noise term which is constituted by both impul-

sive and background noise. If the estimated output is defined as yn = xT
nwn , then
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the error signal is en = dn − yn where wn is the estimated weights. Let n be the time
index. The cost function for MSE based algorithm is given by:

f (en) = E
[
e2n

]
(2)

The cost function MVC algorithm [6] is expressed as:

f (en) = en
((1+ τ |en|)p (3)

Here E is the expectation operator, and τ is given by
(

1
2a

)p
where ‘a’ is the radius

of circle that generates versoria function and p represents is the shape. The original
versoria function is obtained when p = 2 using stochastic gradient accent rule, the
update weight recursion of the standard MVC algorithm is written as:

wn+1 = wn + μ
en

(
(
1+ τe2n

)2 xn (4)

where μ is step size. From [6], it is found that even though the standard MVC is
robust against impulse interference than MSE based algorithm, it still suffers from
trade-off in performance problem like MCC algorithm. An adaptive MVC algorithm
in which the adaptive algorithm based on changing values of ‘a’ is proposed in [6].
The simulations indicates that when the value of ‘a’ is selected as small value, then
the steady-state MSE is found to be lower at the cost of slower convergence rate,
and larger value of ‘a’ gives higher value of steady-state MSE with greater speed
of convergence rate. This conflicting trade-off between greater convergence speed
and lower steady-state MSE is the major bottleneck of the MVC based adaptive
algorithm.

3 Proposed Convex Combination Approach

The convex combination approach is found to be providing promising results in
several adaptive filters whenever trade-off in performance occurs [7]. The convex
combination scheme is given in Fig. 1. Motivated by the convex combination
approach, we propose to combine twoMVCbased adaptive algorithmswith different
values of ‘a’ using convex combiner. The first component MVC adaptive filter called
MVC1 is made to operate with larger value of radius of generating circle called a1,
and the second one called MVC2 operates with smaller value of radius called a2.
Thus, the update recursion of component 1 filter is given by:

w1n+1 = w1n + μ
e1n

(
(
1+ τ1e21n

)2 xn (5)
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MVC1

MVC2

xn

e2n

e1n

yn

y1n

y2n

λn

(1-λn)

dn

dn

Fig. 1 Convex combination of two MVC adaptive filters

Similarly, the recursive equation of component 2 filter is given by:

w2n+1 = w2n + μ
e2n

(
(
1+ τ2e22n

)2 xn (6)

The output of the combined filter is as follows:

yn = λn y1n + (1− λn)y2n (7)

where λn denotes the mixing parameter. The overall weight of the final filter is given
by:

wn = λnw1n + (1− λn)w2n (8)

The overall final output error is thus given as:

en = λne1n + (1− λn)e2n (9)

In order to remove trade-off, it is required to make the mixing parameter nearer to
1 at the initial stage and then nearer to 0 when the algorithm reaches the final stage.
The generally used update of mixing parameter is by use of sigmoidal function [8]
which is written as:

λn = sgm(αn) = 1

(1+ e−αn )
(10)

If the updation of is based on MSE, then it is not able to work in impulsive
environment; hence, the adaptive rule is modified using versoria function and using
stochastic positive gradient approach which is given by:
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αn+1 = αn + μn
∂

∂αn

[
ln

(
1+ τe2n

)) = αn + μαλn(1− λn)(y1n − y2n)
en(

1+ τe2n
)

(11)

where μα represents the step size. In order to prevent the very slow adaption near
the extremes, the value of αn is restricted in the range [−4, +4]. Further, this can
be further enhanced by the use of weight transfer rule. Thus, the modified weight
transfer rule is given by

w2n = γnw2n + (1− γn)w1n + μ
e2n(

1+ τ2e22n
) xn (12)

4 Simulation Results

Here, the experiments were conducted to validate the improvement in performance
of the proposed convex combination approach. The simulations are performed in
context of unknown plant identification problem. For this purpose, the randomly
generated filter coefficients of 16 sequence length are chosen. Let us adopt that both
the unknown system and filter are made of same number of filter coefficients. The
input is Gaussian with unity variance and null mean. The background noise is also
said to be Gaussian so as to obtain the required signal-to-noise ratio (SNR). The
impulsive noise is generated by using relation bn * Bn where bn is Bernoulli trail
with a probability of success as pr. Bn is zero mean white Gaussian noise which
is selected so as to generate different signal-to-interference ratio (SIR). The metric
used to evaluate the performance is normalized MSD (NMSD) given by NMSD =
20log10(w̃ñ(n)2/W02). All the simulation results are obtained by ensemble averaged
over 100 independent runs.

The first experiment is conducted to prove the improvement in the convergence
speed and proposed convex combination approach. For this, two different values of
a are considered, a1 is chosen to be 20 and a2 as 2. The step size for both the filters is
selected as 0.01, and SNR is fixed as 30 db. The SIR is selected as −30 db. Figure 2
illustrates the performance of the proposed scheme. It can be seen from Fig. 2 that
when the algorithm is in the initial stages, it has faster convergence speed, and while
the algorithm is in the steady state, it achieves lower steady-state MSE. Also the
proposed weight transfer scheme achieves the desired response. Thus, the proposed
scheme achieves the desired performance by combining the best performance of the
component filters.

The next work is the evaluation of proposed approach for different values of
SIR which are set as −10 db, −20 db, and −30 db, respectively. Figure 3 illus-
trates the performance. As seen from Fig. 3, it is found that the proposed scheme is
robust against impulsive interference like standard MVC, and additional advantage
is claimed that propose scheme performs better thanMVC in terms of achieving both
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Fig. 2 Performance of the proposed convex combination approach with SNR = 30 db, SIR = −
30 db, and step size = 0.01

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Samples

-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

N
or

m
al

is
ed

M
SD

,d
B

(i) Proposed Convex MVC, SIR=-10db
(ii) Proposed Convex MVC, SIR=-20db
(iii) Proposed Convex MVC, SIR=-30db

Fig. 3 Convex combination approach for different values of SIR with SNR = 30 db, step size =
0.01, and pr = 0.01

faster convergence and lower steady state for different values of impulsive interfer-
ence. The same experiment is repeated for different values of pr as shown in Fig. 4
and for different values of SNR as shown in Fig. 5.

Thus, from Figs. 4 and 5, it can be concluded that the algorithm can outperform its
component filters at all environment conditions. The performance of the combiner is
illustrated in Fig. 6.As seen fromFig. 6, it can be concluded that themixing parameter
initially works with maximum value so as to work similar to MVC1 and as it reaches
steady state and value of mixing parameter is nearer to 0 and the proposed scheme
works similar to MVC2 as desired.

Next for echo cancellation application, a system with 512 filter coefficient is
taken, and the performance of the proposed is evaluated as shown in Fig. 7. The
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Fig. 4 Evaluation of proposed convex combination approach for different values of pr with SNR
= 30 db, SIR = −30 db, and step size = 0.01
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Fig. 5 Proposed convex combination approach for different values of SNR with SNR = −30 db,
step size = 0.01

weight transfer method with γn is chosen as 0.7, the step size is selected as 0.05,
and all other parameters are same as first experiment. Thus, from the simulation
results, it is proved that the proposed convex combination approach is suitable for
echo cancellation approach.

5 Conclusion

Convex combination of two MVC adaptive filter of complementary nature is
proposed in this paper. A new update rule is also proposed. Further, a new weight
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Fig. 7 Convex combination of MVC for echo cancellation application

transfer rule is also proposed to obtain good tracking nature. Finally, simulation in
the context of unknown plant identification problem proves that the proposed scheme
can able to achieve good performance in impulse environment. Further, this work
can be extended for other type of adaptive algorithms.
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Verifying Mixed Signal ASIC Using SVM

H. R. Aishwaraya, Saroja V. Siddamal , Aishwaraya Shetty,
and Prateeksha Raikar

Abstract KLEEL2020 is an in-house developed event logger. The ASIC is imple-
mented in TSMC 0.18 µm CMOS mixed signal technology, 3.3/1.8 V. The focus
of this paper is to achieve functional precision of the design before the tape-out.
The process of verification is critical stage in the design flow because any bug not
detected at earlier stage will lead to overall failure of the design process. In this paper,
the authors present a framework for the complete verification of KLEEL2020 using
System Verilog Methodology (SVM). The proposed SV environment allows I2C
protocol as communication means with DUT. Different test scenarios are developed,
and reused to verify the ASIC. Event logger is verified for various test cases. This
verification attempt helped identify 05 RTL bugs in the design.

Keywords SVM · Verification · Event logger · Testbench

1 Introduction

Event recorder-KLEEL2020 is the test ASIC designed and developed by team of
students and faculty ofKLETechnologicalUniversity. ThisASIChas similar features
ofmaximumDS1683. TheDS1683 [1] is an elapsed time recorder. Based on the time,
the EVENT pin is held high, at the falling edge, the time is tracked and accumulated.
The application is to track the power cycle of the device. A similar lower version
maximum DS 1682 [2] identifies and records events. It also calculates the total
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collective event time since it was last reset to 0. The authors in paper [3] have designed
a test ASIC NKETC2019 low power of 250 ns using on-chip oscillator. The ASIC
finds its application as elapsed time counter. The counters count at every 1 s. The
oscillator generates a frequency of 32 kHz which is further downscaled to 1 Hz to
run the elapsed time counters. To set up the complete flow from design to silicon,
the university has introduced verification course System Verilog. To understand the
verification process, the authors useHardwareVerificationLanguage, SystemVerilog
to verify the design. There aremore advancedHVL likeUVM,OVM, etc., but authors
have used SVM as it is the first learning stage of verification and due to its benefit
as it allows the user to construct trustworthy, repeatable verification environments.

To determine the precision of the Design under Test (DUT) a testbench is built
in System Verilog. This is done first by generating the stimulus, pertain stimulus to
the DUT, capture the response, check for correctness. Most of the previous work
focuses on UVM. The books [4, 5] explain System Verilog (SV). SV provides a
complete verification environment, with coverage, assertion constrained random test
case generation. OpenVerificationMethodology (OVM) for functional verification is
explained in [6, 7]. This verification is used for complex designs which are the latest
verification methodology. The authors in [8] have built structures for verification
environment which meets all the requirements of SoC. A standardized testbench is
developed whichmaintains consistency andmaintains the quality gap of testbenches.
The authors [9] in their patent describe verificationmethod for IC containingmore the
one core. The authors claim their verificationmethodology reduces software required
and time to incorporate the software. In [10], verification of SoC and writing SoC
testbenches is discussed. The authors discuss about simulation-based verification.
SoC verification requires integration of blocks. The bugs are due to poor integration
of various blocks. Reusing IP verification for SoC verification is discussed in [11].
IP verification and IP testbenches are designed using UVM. The authors claim to
reduce the verification time by two times, and resources are reduced by twice.

The rest of paper is organized as follows. Overview of KLEEL2020 is presented
in Sect. 2. Section 3 provides the detailed proposed SVM architecture for the core.
Coverage and assertion are discussed in Sect. 4. Test cases and issues identified are
discussed in Sect. 5. Conclusion of this work is discussed in Sect. 6.

2 Overview of KLEEL2020-Event Logger

The architecture of the proposed event logger KLEEL2020 is as shown in Fig. 1.
KLEEL2020 keeps log of events including duration and number of events occurred.
Information is available to the outside world through I2C interface.

This product runs on single supply of 3.3 V and internally generates 1.8 V using
on-chip regulator for the usage of core circuits. The main objective of this work is
the verification of the KLEEL2020, the availability of analog blocks like oscillator,
LDO and POR would be irrelevant. Verification architecture in Fig. 2 shows all
subsystems that are interfaced for verifying the event logger. I2C master is used
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for communication with slave event logger, pattern generation for event input and
generation of external clocks (which are generated by oscillator internally in the
design). Testing the alarm conditions and verifying the design in functional mode.

3 Proposed SVM Verification for KLEEL2020

SVM layered testbench architecture is shown in Fig. 2. Brief explanation for each
component will be discussed in this section.

• VM Virtual Interface: The Device under Test (DUT) is connected to testbench
through interface. The design uses a single interface. The interface is a group
comprising input–output, event, data to SDA.

• SVMAgents: As the design is simple, one agent is used to inject stimuli’s to DUT.
The agent is active agent which receives the stimuli and gives it to interface.

• SVM Monitor: Two monitors are used for every agent, one for monitoring input
stimuli to DUT and second for output response from DUT. The data from the
monitor is further sent to scoreboard.

• SVM Drivers: Each agent has one driver. The generator sends the stimuli
to the driver and forces the information to interface and monitor. The driver
communicates to DUT via interface.

• SVM Transaction: Transaction holds all the data that is used in driving DUT.
All the received inputs, outputs and their randomization, events data to SDA are
declared in transaction.

• SVM Scoreboard: Scoreboard present in the environment collects the transac-
tion from monitor through driver. The scoreboard evaluates the way DUT does
evaluation. The evaluated output from scoreboard is compared with output from
DUT.

4 Coverage and Assertion

The coverage metric is developed in parallel with environment [12]. The model has
code and functional coverage modules. In code coverage, each line in the DUT is
checked if it is exercised at least once. This is done to verify that all test cases reach
the blocks. Functional coverage checks the functionality covered. This checks the
DUT is free from all hazards. The test cases have covered most of the functionality.
The code coverage results are given in Table 1.

Table 1 Code coverage results

Block (%) State (%) Toggle (%) Transition (%) Assertion (%)

98.4 97.5 94.87 100 100
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5 Test Cases Passed and Design Issues in KLEEL2020

Various test cases were verified. Few design issues were found in the core by running
test cases on KLEEL2020 testbench. Test cases are summarized in Table 2. Few

Table 2 Test cases passed

Sl. No. Test case Description Test result

POR

1 Reset When POR goes low, even though
the event is high, there is no alarm

Pass

2 SE When scan enable is high, the
design does not function in
functional mode

Pass

3 Event HIGH if event pin is high for 7 positive
edges

Pass

4 Event LOW if event pin is low for 7 positive
edges

Pass

5 Initialize I2C slave controller The slave controller should stay in
idle state and wait for master
communication

Pass

6 Check READ/WRITE sent by
master

Based on the W/R bit sent by slave
controller should read or write

Pass

7 ED, ETC, EC limit set Send ED, ETC, EC limit to
comparator

Pass

8 Set latch The latch for the alarm is set(default
low)

Pass

9 Config [1] = = 1 ETC alarm enable set Pass

10 Config [2] = = 1 ED alarm enable set Pass

11 Config [3] = = 1 Alarm polarity set (1–alarm output
high, 0–alarm output low)

12 Password comparator generates
write access signal

The password comparator sets the
write access only if correct
password is provided, [through I2C
slave controller]

Pass

13 Limit register update If the limit values are updated, then
the values must be sent to
comparator

Pass

14 Updated ED limit set Send updated ED limit to
comparator

Pass

15 Updated ETC limit set Send updated ETC limit to
comparator

Pass

16 Updated Evt limit set Send updated Evt limit to
comparator

Pass

(continued)



172 H. R. Aishwaraya et al.

Table 2 (continued)

Sl. No. Test case Description Test result

17 Updated Overflow limit set Send updated overflow limit to
comparator

Pass

18 Simultaneously send data to SRAM While the event pin is high, the
count values are written into SRAM
simultaneously

Pass

Alarm

19 Based on the configuration register
bits and comparator output flags

If ((E_alarm_en && E_alarm_flg =
= 1) && (alarm_pol == 1))
If ((ET_alarm_en &&
ET_alarm_flg == 1) &&
(alarm_pol == 1))
If ((ED_alarm_en &&
ED_alarm_flg == 1) &&
(alarm_pol == 1))—high
If ((ED_alarm_en &&
ED_alarm_flg == 1) &&
(alarm_pol == 0))—low

Pass

20 ED alarm flag set The flag is set high if ED count is
equal or exceeds the ED limit values

Pass

21 SRAM write Check if valid/reliable data transfer
takes place at different address

Pass

22 SRAM read Check if valid/reliable data transfer
takes place at different address

Pass

design issues were fixed in RTL. Logic bugs found in the core are described below.

• The slave address, limit register address and values are sent using I2C communi-
cation cycle. The values are reflected in the respective memory’s address for only
one cycle, for next cycle, the values in the same address change to ‘X State’, and
hence, no limits are set.

• Alarm condition is not being met even though respective conditions are met.

6 Conclusion

The authors have presented verification environment for in-house developed ASIC.
This is an Institutional Research Project done by team of faculty and students to give
complete experience from design to silicon. The environment is developed using
SVM. The verification environment is built using object-oriented capabilities avail-
able in SVM classes. Exhaustive list of test cases are used to verify the functionality
of the design. The bugs identified were fixed in the RTL.
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Design of High-Speed Turbo Product
Code Decoder

Gautham Shivanna, B. Yamuna, Karthi Balasubramanian,
and Deepak Mishra

Abstract In the field of digital communication, there has always been a requirement
for an efficient, low complex, and high-speed error control encoder and decoder.
Many such encoders and decoders for different error control codes have been pro-
posed in the literature by researchers. However, developing such CODECs whose
performance can be suitable for the requirements of modern communication sys-
tems is still an open research problem. In this paper, one such decoder, namely fast
Chase decoder proposed in the literature, has been studied. The hardware design of
the decoder has been done and verified with results from MATLAB simulations. An
attempt has been made to improve the speed by replacing the ripple carry adder in
the design with a fast adder. The hardware architecture is implemented in Xilinx
XC7A35T platform, and an increase in computation speed of 5% has been achieved.

Keywords Turbo product code · Chase Pyndiah decoder · BER · Fast adder

1 Introduction

Turbo codes [1] have been receiving extensive importance in various communication
systems since its inception in 1993. The idea of soft-input soft-output (SISO) iterative
decoding is used in both turbo convolutional codes and turbo product codes. Turbo
product codes (TPCs) have performance approaching the Shannon limit, provide
high coding gain, and have highly parallelizable structures [2]. The iterative Chase
Pyndiah SISO [3] algorithm that evolved in 1994 brought an acceptable compromise
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between complexity and performance. Because of the reasonable complexity of the
decoder and its usage in high data rate transmissions, TPCs have been used in many
applications, such as IEEE 802.16, IEEE 802.20, satellite communication systems,
and digital storage systems.

A typical two-dimensional TPC structure is built by using two component codes
that handle a block of data, as rows and columns that can be decoded iteratively,
one at a time [4]. The Chase Pyndiah algorithm [3], a derivation from the Chase II
decoding algorithm, is widely used because of its reasonable decoder complexity.

Following the introduction of Chase Pyndiah decoding algorithm, many algo-
rithms were introduced over the years to reduce the decoder complexity further. In
[2], parallel decoding of the received data was introduced. Complexity reduction
was realized by reducing the need for storing the syndrome table. In [5], a hybrid
decoding algorithmwas introduced, that coupled hard-input hard-output (HIHO) and
SISO decoding algorithms together. In this algorithm, SISO was used for the initial
iterations, and HIHO for later iterations, thus reducing the complexity. In [6], the fast
Chase decoder was introducedwhich presented the concept of reordering the TPCs to
reduce the complexity of the decoder and at the same time increase the computation
speed. The hardware architecture used has shown a reduced decoding computation
time. In [7], the complexity of the fast Chase algorithm was further brought down
by reducing the number of real additions required for extrinsic information calcu-
lation. This low complexity decoder has negligible performance degradation when
compared with the fast Chase decoder proposed in [6].

In this work, the low complexity fast Chase decoding algorithm proposed by
Wang et al. in [7] is simulated and the performance is compared with respect to
Chase Pyndiah algorithm. The hardware proposed in [7] has been used in this work.
The hardware architecture has been simulated and its results verified. We propose to
replace the ripple carry adder that has been used for additions in [7] by a carry save
adder, a type of fast adder, with the objective of further reducing the computation
time.

The paper content is as follows. In Sect. 2, the construction of TPC, the Chase Pyn-
diah decoding, the fast Chase decoding and the low complexity fast Chase decoding
algorithms are discussed. This is followed by the description of the hardware design
of the decoder and the introduction of fast adder in the hardware design in Sect. 3.
In Sect. 4, the simulation and synthesis results of the decoder are presented and the
paper concludes in Sect. 5.

2 Turbo Product Codes

2.1 Construction

A two-dimensional TPC is created by using two linear block codes. The widely used
component codes used are Reed–Solomon (RS) [8], Single Parity Check (SPC) [9],
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Hamming [10] and Bose–Chaudhuri–Hocquenghem (BCH) [11] codes. The linear
block codes are represented by C (n, k, dmin), where n, k, dmin denote codeword
length, number of information bits and the minimum Hamming distance. The two-
dimensional matrix is constructed by placing the information bits in a k × k array.
Following this, the rows and columns are encoded using their respective component
codes. Figure1 shows the construction of a TPC [3].

2.2 Chase Pyndiah Algorithm

The received signal R = (r1, r2, . . . , rn) that is input to the decoder is called intrinsic
information. The steps involved in Chase Pyndiah algorithm [3] are as follows:

1. The received signal is used to determine the hard decision values Y = (y1, y2,
. . . , yn), where i = (1, 2, . . . , n).

yi =
{
1, ifri > 0

0, otherwise
(1)

2. p least reliable bit (LRB) positions are determined from R.
3. 2p test patterns (T ) are generated by placing 0/1 at the least reliable positions

and 0 in the remaining positions.
4. Test sequences, Zi are to be generated by using (2).

Zi = Y ⊕ Ti (2)
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5. Syndrome S is calculated by using (3).

Si = Zi · HT (3)

where HT is the parity check matrix. Using the computed syndrome, hard deci-
sion decoding (HDD) is performed on Zi to obtain the candidate codewords
Ci = (c1, c2, . . . , cn).

6. The squared Euclidean distance is calculated for each of the valid codewords
with respect to the received signal.

|R − Ci |2 =
n−1∑
j=1

r j − (2c j − 1)2 (4)

7. The maximum likelihood (ML) codeword is determined as the codeword with
the least squared Euclidean distance.

8. Following this, the extrinsic information (w j ) is computed using (5), where d j

represents the received data bits.

w j = β · (2d j − 1) (5)

9. The extrinisic information calculated is used to update the received data, R using
(6).

R = R + α(w j ) (6)

α and β represent weighing factor and reliability factor respectively. Pyndiah et
al. in [3] has proposed the use of α and β values as

α = [0.0, 0.2, 0.3, 0.5, 0.7, 0.9, 1.0, 1.0]
β = [0.2, 0.4, 0.6, 0.8, 1.0, 1.0, 1.0, 1.0]

for practical considerations. The same has used in this work as well.

2.3 Fast Chase Algorithm

The complexity involved in the Chase Pyndiah algorithm is reduced by using the fast
Chase algorithm [6]. The test patterns obtained are reordered in gray-code format.
Hence, each of the test pattern differs from its predecessor by 1 bit only and thus
can be derived from one another. The algorithm comprises of three steps, namely
pre-processing, main-processing loop, and post-processing [6].
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1. Pre-processing:

(a) From the hard decision values, Y = y1, y2, . . . , yn . p least reliable bits are
selected.

(b) The first test pattern T 0 = [00 …0] is created and the corresponding test
sequence Z0 is found. The syndrome s(0) = Z0 · T 0 is calculated. The cor-
responding metric m’(0) is set to [00 …0].

2. Main-processing loop:

(a) The error positions are determined using hard decision decoding. If the error
position falls in one of the least reliable positions, the codeword need not be
processed again and hence discarded. Else, the codeword is included into a
list of candidate codewords.

(b) Calculation of the analog weight, m(i):

m(i) =
{
m ′(i) + |r(i)| + |r0|, if p(i)! = 0,

m ′(i) + |r(i)|, otherwise
(7)

where m ′ is the unamended analog weight and i = (0, 1, . . . , 2p − 1)
(c) Generation of (i + 1)th test pattern.
(d) Generation of the syndrome for next sequence using (8).

s(i + 1) = s(i) ⊕ hl (8)

where l is the index of nonzero bit between the test patterns.
(e) Generation of m ′ for the next test pattern:

m ′(i + 1) =
{
m ′(i) + |rl |, if t (i + 1) > t (i),

m ′(i) − |rl |, if t (i + 1) < t (i),
(9)

3. Post-processing: The list of analog weights and candidate codewords generated
in the main processing loop are used to calculate the extrinsic information as
given by (5) and (6).

2.4 Low Complexity Fast Chase Decoding Algorithm

In low complexity fast Chase decoding proposed in [7], the focus is on reducing the
complexity involved in generating the candidate codeword list and its corresponding
analog weight. This is done by reducing the complexity involved in the computation
of extrinsic information that involves many comparison operations and real number
additions. The complexity reduction is done by replacing β in (5) with the following:
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β = (m2 − m1) (10)

where m2 and m1 are the corresponding smallest analog weights of the candidate
codewords.Aswe are usingHamming code, each component code has one error posi-
tion. Hence, number of error positions will be 5 · 2p + 1 · p [7], where p represents
number of error positions. When using (5) for the extrinsic information calculation,
the total number of additions required is 5 · 2p + 2 · p. Upon modifying the extrinsic
information calculation in (5) with (10), only one real addition is being performed
per component code. Hence, total number of additions required will be 3 · 2p + 1.
As a result, there is a reduction in the number of additions and comparisons when
compared to the fast Chase decoder proposed in [6].

3 Hardware Architecture

The hardware architecture of the fast Chase algorithm and the improvements pro-
posed for TPC (31, 26)2 Hamming code are discussed in this section.

3.1 Top Level Architecture

The top level module includes the memory module, the input module, the controller
module, and the main TPC decoder as shown in Fig. 2.

The received data is stored in a text file as floating point numbers represented
using 32-bit single precision format as shown in Fig. 3 [12].

This is sent to the decoder module that performs row decoding, column decoding,
and extrinsic information calculation for the number of iterations provided. When
the iteration count is reached, the results of the decoder are taken as the output and
updated in the memory.

3.2 Decoder Architecture

For our work, we use the decoder architecture that has been proposed by Wang et al.
in [7]. Figure4 shows the block diagram of the same.

The decoder architecture is divided into four major parts.

1. LRB, hard decision and syndrome calculation.
2. Candidate codewords and analog weights generation.
3. Extrinsic information calculation.
4. Received data updation using extrinsic information.
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The LRB generator module receives the soft inputs and generates the location
of the least reliable bits by sorting the received data. These locations are sent to
the test pattern generator module that converts the location information in to a gray
code format. This data forms the test patterns that are passed on to the syndrome
calculationmodule. Simultaneously, hard decision values of the received data are also
generated. The test patterns and the hard decision values are sent to the syndrome
generator module, and the syndromes are generated. This process takes thirty-two
clock cycles (one for each bit in the data), and the output is stored in registers.

Both the input bit hard decision values and the test patterns are given to the test
sequence generator module to generate the test sequences. Single error correction
is performed on these test sequences using the syndrome generated to form candi-
date codewords. Along with this, the module also calculates the analog weights of
the codewords simultaneously. These candidate codewords and the analog weights
are then sent to Euclidean distance calculation module which would calculate the
Euclidean distance between R and D. The candidate codeword D, with the mini-
mum Euclidean distance is called the decoded codeword. Generating and decoding
the codewords are performed using registers to store the intermediate values in the
generation process and hence takes eight clock cycles. Reading the memory and
finding the LRB requires one clock period each.

The decoded codeword and the analog weights are used for calculating the extrin-
sic information. The extrinsic information is calculated as in (10). This process using
combinational modules for multiplication and addition; sequential modules for stor-
ing the intermediate values takes a total of twenty two clock cycles for completion.
Hence, the total number of clock cycles necessary in one half iteration is—the sum
of the clock cycles needed for: syndrome calculation for each bit in the data (32),
storing intermediate values in the codewords generation and decoding (8), reading
the memory and finding the LRB (2) and extrinsic information calculation (22) - 64.

3.3 Modified Euclidean Distance Calculation

In the architecture proposed in [7], Wang et al. use a ripple carry adder (RCA) to add
two numbers in extrinsic information calculation. A major disadvantage of using
RCA is that the time delay is linearly proportional to the bit length [13]. This is
calculated as in (11).

ttotal = (n − 1)tcarry + tsum (11)

where tcarry is the time delay of the full adder carry calculation, and tsum is the time
delay of computing the sum in the last bit. Thus, the performance of RCA becomes
rather restricted when number of input bits increases.

To overcome this challenge, we propose a faster adder in the architecture as
a replacement to RCA. Various fast adders are possible, including carry save adder
(CSA), carry select adder, advanced carry select adder, parallel prefix adder and Ling
adder, to name a few. In this paper, we propose to use CSA, aiming towards reducing
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the number of additions. Compared to other adders, CSA reduces the addition of three
numbers to only two. The carry-save unit is made from full adders, where each adder
would compute a sum and carry bit based only on the input bits. The propagation
delay is fixed to three gates irrespective of the total bits to be added because each full
adder only computes sum and carry bit corresponding to its three inputs provided.
Thus, sum is calculated, without any need for intermediate carry propagation [14].

4 Simulation and Synthesis Results

The simulation and the synthesis results of the low complex fast Chase algorithm are
analyzed in this section.

4.1 Simulation Results

The component codes used in theTPCconstruction areHamming codes. The encoded
message is generated using the simulation setup in MATLAB. It is modulated using
BPSK scheme and passed through an AWGN channel. It is then provided as an
input for simulating the designed decoder in Verilog and MATLAB. The BER curve
is plotted and analyzed to check the correctness of the decoder design [15]. This
performance analysis is done in both MATLAB and Verilog.

Fig. 5 BER plots of (31, 26)2 of the low complexity fast Chase algorithm and the conventional
Chase Pyndiah algorithm to show the correctness of the design
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Fig. 6 BER plot of TPC decoder using the fast Chase algorithm with RCA and CSA adders. It can
be seen that there is negligible difference between the plots, thus validating the correctness of the
proposed change in the hardware

Figure5 shows the comparative results of the BER performances of decoding TPC
(31, 26)2 Hamming codebyusing the lowcomplexity fastChase and the conventional
Chase Pyndiah decoding algorithms.

The comparative plot shows that there is negligible performance degradation in
the fast Chase algorithm, thus validating the correctness of the design.

Figure6 shows the BER plots of theVerilog simulation of the fast Chase algorithm
with both RCA and CSA adders. MATLAB simulation of the fast Chase algorithm
is also plotted as a reference.

It can be seen from the plots that the performance of Verilog designs of the fast
Chase algorithm with RCA and CSA adders match with the MATLAB design of the
same.Thus logical correctness of the proposedhardware changehas been established.

4.2 Synthesis Results

Thedecoder is simulated usingModelSimand synthesized on toArtix-7-basedFPGA
(XC7A35T). The delay from the input to the output for the decoder with RCA was
found to be 25.95 ns while the proposed design with CSA adder had a delay of 24.86
ns. Thus, the proposed design achieves a speed faster than the original low complex
fast Chase decoder.
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5 Conclusions

In this paper, the low complexity fast Chase decoding algorithm proposed by Wang
et al. has been simulated and the performance was compared with the conventional
Chase Pyndiah decoder. The BER performance analysis of the same is done for TPC
(31, 26)2 Hamming code in MATLAB. The hardware design of the decoder with
ripple carry adder used by Wang et al. has been done using Verilog. Based on this
simulation study, a carry save adder-based hardware architecture has been proposed
and Verilog simulation of the same is done. The simulation results have shown no
performance degradation. Following this, the decoder has been synthesized and a
comparison is performed with the usage of carry save adder by replacing the ripple
carry adder. The synthesized results show that the use of carry save adder in the low
complexity decoder achieves a reduction in time delay as compared to that of the use
of ripple carry adder. This work can be extended to an increased number iterations
in hardware and the VLSI realization of the same can be done on a FPGA evaluation
board.
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Extraction and Analysis of Facebook
Public Data and Images

Bala Gangadhara Gutam, D. Subhash Chandra Mouli, and Sudhakar Majjari

Abstract Social networks play vital role in human communication and to improve
the business applications. The Facebook is one of the most popular social network-
ing application. However, the Facebook generates huge amount of data in the form
of text, advertisements, posts, images, and videos. By analyzing Facebook data, we
can find the location where our business promising in the real world. While shar-
ing personal data, users demand security. Trust becoming an essential parameter in
social networking. In this paper, a new technique is presented to identify duplicate
logo images and profile pictures to prevent the fraud in business by keeping secret
information in the profile picture or logo without distraction along with theoretical
description of Facebook.

Keywords Social network · Privacy preserving · Facebook

1 Introduction

Data is collecting from the social networks and transforming into digitized data that
able to analysis with machines. Information is all around us. It is in everything we
touch, hear, taste, see and smell. Data mainly classifies into three types like struc-
tured, unstructured, and semi-structured. We live in an increasingly rich world of
data. The amount of data currently exists doubles every 18months. In real world,

B. G. Gutam (B)
Department of Computer Science and Engineering, Siddartha Educational Academy Group of
Institutions, Tirupati, India
e-mail: balabgangadhar@gmail.com

D. Subhash Chandra Mouli · S. Majjari
Department of Computer Science and Engineering, MRR Institute of Technology and Science,
Udayagiri, India
e-mail: dschandramouli@gmail.com

S. Majjari
e-mail: majjarisudhakar@gmail.com

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. M. Thampi et al. (eds.), Advances in Computing and Network Communications,
Lecture Notes in Electrical Engineering 735,
https://doi.org/10.1007/978-981-33-6977-1_16

189

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6977-1_16&domain=pdf
mailto:balabgangadhar@gmail.com
mailto:dschandramouli@gmail.com
mailto:majjarisudhakar@gmail.com
https://doi.org/10.1007/978-981-33-6977-1_16


190 B. G. Gutam et al.

sources of large data generation are like administrative data, online commercial or
transactional data, data provided by sensors like satellite, climate analysis, data pro-
vided by tracking devices, behavioral data and data provided by social media. Social
media are categorized into sixmajor categories of eachwith their own advantages and
drawbacks. They are bookmarking sites, social news, microblogging, media sharing,
blog forums, and social network. Book marking sites are providing services like
organizing, managing, and save links to various resources and Web sites around the
Internet. Most popular book marking sites are StumbleUpon and Delicious. Social
news are provide services like posting various links and news to outside articles and
then allow users to vote on them.Most popular social news sites are Reddit and Digg.
Media sharing is a service, and it provides users to share and upload various media
such as videos and pictures. Most popular media sharing services are YouTube and
Flickr. Microblogging is a service provided to users to post short updates that are
pushed out to anyone subscribed to receive the updates. Most popular microblogging
service site is Twitter. Blog comments and forums are services to allow users to hold
conversations by posting messages and discussions around the topics of the blog.
There are many forums and blogs one popular blog is blogger by Google. Social
networking provides services that allow users to connect with other users of similar
background and interests. In this paper, we mainly focus on social networking a
category of social media. Most popular social networking sites are Facebook and
LinkedIn. According to the survey, Facebook has nearly 1, 590 millions of active
user accounts as up to April 2016. Facebook is free and a best medium to commu-
nicate with the world. It is more than all the remaining social networking sites like
Whatsapp, FacebookMessenger, QQ,WeChat. Facebook establishes a rich place for
researchers attentive in the affordances of social networks outstanding to its thick
usage technological and patterns capacities that tie offline and online connections.
We trust that Facebook signifies an understudied offline to online in that it primarily
aided a geographically-bound the campus [2, 4]. The use of social networking (SN)
among teenagers has grown fast in current days. Reports show that 92% of European
teenagers report being a fellow of at least one social network [7]. Of these SN, Face-
book ruins the most commonly used [5]. Due to the huge amount of time over on
Facebook [3, 8, 14], concerns have been outstretched about the probable outcomes
of Facebook use on teens well-being. Social networking tools are may be of specific
utility for personalities whose have difficulties founding and preserving both strong
and weak bonds. Some research has shown that the Internet might service individu-
als with small psychological well-being due to few bonds to friends and neighbors
[3, 11]. The training of social networking services (SNS) like Facebook presents a
number of challenges and concerns that makes the intellectual investigation of these
facilities, and the several methods of content they hold significantly different from
the training of the open Web [13].

Nowadays compared to text, more image data is generated in Facebook and it is
using for several applications. By analyzing Facebook data, we can find the loca-
tion where our business promising in the world [7]. By using Facebook previous
posts, we can post the appropriate advertisements to improve business. In Facebook,
we know the updates posted by the friends, pages liked, and groups. It is useful to
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reconnect with old school or college friends. Facebook offers a very customizable
advertisements placement facility, which are very easy to use and effective charges.
Facebook is a place where we can chat with others, share our ideas, ask any ques-
tions to other, comment on other peoples status, we also add our own status, make
friends, we can find market places of any items via advertisements by others, market
the business, advertise and sell promote products or services for business purpose.
Facebook is well designed for user, and it allows user to bookmark any Web site, to
create or manage any applications, free gaming facility, most of the Facebook users
are engaged Facebook through playing games. In Facebook, we also store our photos
in albums, chatting information, videos. Facebook is used to identify the location of
the presence of the user if he or she used Facebook in their mobile devices with GPS
option [1, 3, 6, 9, 14]. Public images in Facebook are accessed by any Facebook user.
Sometimes, users may misuse our personal, branded, advertised, or any other public
images posted in Facebook. In this paper, we proposed a technique with invisible
digital marking on Facebook images for avoiding misuse and finding fraud images.

2 Forms of Facebook Data

In Facebook, the data will store in different formats based on our posts, likes, groups,
etc. Facebook is accept various kinds of data in the form of text data, image data,
videos, and smiles. Each category of Facebook data is described below. Profile: Face-
book profile contains the personal information about user. In this, Facebook Profile
maintains the information like Facebook link address, email id used to register in
Facebook, Date of Registration, Date of Birth, Gender, Names displayed on Face-
book (all previously used names also stored), Current City, HomeTown, Relationship
Status, Family relations, Education details, Employers details, Languages spoken,
Interests, Movies information, Television shows, Books interested, Favorite Cricket
Team, Favorite athletes, Games and other interests, Involved Groups and maintained
Networks, Apps Used and owned, and finally pages a user admin.

Contact Info: Facebook maintains the contact information of the user. It mainly
stores the information like complete address of the user, different mail ids owned by
the user, mobile phone numbers both verified and not verified contacts, screen names
of LinkedIn, YouTube, etc., and it maintains and stores the contacts of the user like
Google contacts. It synchronizes all mobile contacts along with the names stored in
mobile devices.

Timeline: Facebook maintains timelines information with activity along with date
and time. In Facebook, whatever activity we performed is stored in timeline. For
example, if a person played a game Thursday, August 18, 2016, at 8:54 pm
UTC+05:30, PraveenKumar Donta played FarmHeroes Saga. here the person played
a gameFarmHeroes Saga onAug18, 2016, like information itmanages. For example,
if our sent request is accepted by our friend, it maintains information like Monday,
May 23, 2016, at 10:49 am UTC+05:30, PraveenKumar Donta and Nene Sri are
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now friends. For example, if we shared a link Friday, July 22, 2016, at 12:09 pm
UTC+05:30 PraveenKumar Donta shared a link, etc., information is maintained in
Facebook Timeline.

Photos: Facebook maintains photos in different forms like Cover photos, profile
pictures, timeline pictures, mobile uploads, and other albums. Recent days most of
the users are like to post pictures rather than textual conversations in Facebook. In
Facebook, whatever the picture we posted is one of the above categories. Along with
the photos, Facebook stores metadata about the image like height, width, resolu-
tion, camera make, camera model, Orientation, Exposure, F-shot, Original Width,
Longitude, Latitude, ISO Speed, Focal length, modified, uploaded date and time,
picture taken time and date, upload IP address, likes and comments, etc. Facebook
also maintains a copy of all comments and the commented person name. Along with
uploaded photos, we also synchronize the photos to Facebook. We synchronize the
photos to Facebook fromDropbox,Mobile camera photos automatically synchronize
to Facebook, and Google Picasa pictures.

Videos: All uploaded videos in Facebook maintained along with the metadata about
the video same as images. If we upload any video in Facebook, it stores video along
with date and time of uploading, the upload IP address and some properties of video
like length in seconds and in quality. Each and every video creates a link that specifies
the location where exactly our video is stored.

Friends: It contains all the friends list of Facebook. In this module, it maintains the
information about the deleted list of the friends and the requests we sent to others
and they are not at accepted. We can find the list of details with the names of friends.

Messages: It stores all chatting information like sent and received messages. Each
message alongwith sender or receiver and time and date of sent or receive information
is available. But the deleted messages are not available. Pokes: A lot of reasons to
poke a friend or friend of friends in Facebook. It is just to say Hi, Hello like attention
messages to friends. When we poke them a notification is sent.

Events: A list of events along with posted time date, event date and times, Event
posted with event name, location of the event with full address, whether we attend
or not, etc. This information is maintained by the Events section.

Security: The Facebook stores the login and logout information. In the login session,
it store the details of date time. IP address of login system, Browser used, and
cookies information. Termination session it stores either terminated by logout or
Web session termination (close the browser without logout the Facebook). In the
Facebook, it identifies and stores the Operating system browser information, Login
security information with cookies, estimated location inferred from IP address, Data
authentication Cookie information. Administrative records like changing date of
birth, change of user name or name, check point completed, removed profile pictures,
security question responds change and password change, etc.
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Ads: This section of Facebook maintains the advertisements displayed on our wall,
advertisements we clicked and advertisements posted by the user. It maintains the
history of ads along with date and time.

Apps: Apps are created by the user for a specific purpose. There are many apps are
available in Facebook for different purposes. Apps are like Gaming, educational,
promoting, etc. App center a place it contains all apps created in Facebook.

Pages: Pages are used for brands, businesses, organizations, and public figures to
generate a presence on Facebook, although profiles represent individual people. Any-
one with an account can create a Page or help manage one, if they have been given a
role on the Page like admin or editor. People who like a Page and their friends can get
updates in News Feed. Admin or editor may post any updates in a Facebook page.
Page information is set to public all Facebook user view the page posts. If a page is
private, only the users liked that page can view the posts. In page, we may post text
or image data.

Groups: A Group is used to grouping a like-minded people in Facebook. Group is
not directly accessed by the users, admin of the group must add the users to see the
posts in a group.

Data analysis is mainly about four questions, they are (1) what happened? (2)
Why did it happen? (3) What will happen? And (4) what is the best that can happen?
By using analysis we will give the answers to above four questions. By analyzing
Facebook data, we may conclude a sentiment of a person, business analysis for
posting ads, misbehaves of any users, spam detection, location tracking, identify the
location to host a business, spam detection, etc. There are different tools used for
data analysis like Microsoft excel, IBMs SAS and R programming.

3 Methods to Extract Facebook Data

To perform the analysis on Facebook, first we need to extract the data set. There are
several tools and techniques to extract Facebook data, and some of them are listed
below with their advantages and limitations.

In Facebook, there is an option to download a copy of Facebook data. This option
is available in settings in Facebook. If we want to get a copy of Facebook data, it is
available in a zip format. In that zip contains a web-based code contains the data of
Facebook up to the time we downloaded. It contains the information about personal
details, contact information, photos, shared photos, videos, security information,
pokes, events, friends, ads, timeline information, apps used and liked are available
in html code format. Each and every module it generates an html file. Photos and
videos are separately stored in a folder. Each album in our Facebook account is extract
to separate folders. This technique is little bit complex to perform the analysis why
because the data is in the formof html files.Wemayneed to use someother algorithms
to separate the data from the html pages. If we want to perform the analysis on the
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images or videos, it is a good approach why because images are available in separate
folders. One more limitations with this approach is we get only the past data, and it
is not possible to analysis the streaming data. In this technique, we can extract only
the login user data, not even others Facebook users public data. One more drawback
with this approach is it does not gives the information about groups and pages we
maintained or liked. So we cannot perform the analysis on the page and groups posts.
This is a limited but an easy technique, with in less time we get the Facebook training
data. No tools and algorithms are required.

One of the traditional methods is used to collecting the social networking data
through some software based tools, before that they recruited some researcher from
Facebook organization and ask the person and collect the data from the persons by
asking questioning and then they analyse the data [10]. It is traditional and time-
consuming task, and some additional data may be added during the collection rather
than the Facebook data.

Some of the APIs are provided by the third-party developers to the interactions
with social networking to extracting the data with limited well-structured data. Face-
book itself provided a graph API tool to extract the information about a valid user.
But it also provides only textual data and links of images and videos. Here the data
is provided with attributes and index values.

NameGenWeb is developed by the research scholars of Oxford Internet Institute
provided the facility to extract the Facebook friends network and connections. Net-
work Importer, a plug-in for the NodeXL visualization and network analysis toolkit
developed by an international group of scholars, affords similar functionality for
downloading personal networks, but also a means to extract extensive data from
Facebook pages, including monopartite networks for users and posts, based on co-
like or co-comment activities, and bipartite networks combining the two in a single
graph [13].

Netvizz is an application developed by Bernhard Rieder from University of Ams-
terdam to extract the Facebook data and also performs the analysis and gets the
pictorial representation of the result. He developed this to extract the Facebook data
like posts, groups, friend network, newsfeed; in this data will be extracted into some
text files with a provided graphical use interface (GUI). In this approach, he able to
extract only the text information and analysis is also in the form of text data analysis.
He does not provide approaches like extracting images from Facebook and analysis
of images and videos. Here we can download data in a text file format. We can get
only textual data of a particular users liked pages, groups, etc. We cannot get any
images of user or others from this tools. It is limited to only extracting textual data
and its analysis reports [13].

InRprogramming, a package calledRfacebook containsmany functions to extract
various kinds of public data like pages, groups, posts, etc., by linking with the Graph
API Explore tool [12] from authenticated users in Facebook. Graph API explore is
a tool and helps us to authenticate a user. In Rfacebook, we authenticate by using
the access token. We can generate access token in two ways one is using Graph API
Explore and another is using a Facebook app. When we generate access token in
Graph API Explore it is valid up to 120min after that its session is closed, again we
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need to generate the access token. When we go with the Facebook app, it is possible
to generate access token for long-lived and is valid almost two months. Once we
generated access token, it is very easy to access the Facebook data. In R, there are
several functions to perform the different operations like get posts, pages, groups,
timeline data, user personal information, searching for a post, find friends list, friends
network, etc. Following are the functions in Rfacebook package.

• getUsers() function is useful to get the public and information of a authenticated
user and public information of the other user friends used our app.

• getFriends() is used to get the friends details of authenticated user.
• getGroup() function is used to extract the information and posts of a public group.
• getInsights() is used to extract the insights metric of a public Facebook page
• getLikes() is used to extracts the friends likes.
• getNetwork() function is used to extracts authenticated users friends network
details.

• getNewsfeed() function is used to extract the recent posts from the authenticated
users newsfeed.

• getPage() function is used to extract the Facebook public pages post and their
information.

• getPost() function is used to extract the Facebook public post and its details.
• getReactions() function is used to extract the count of reactions of a Facebook
public post.

• getShares() function is used to extract a list of users who publicly shared any public
Facebook post.

• searchFacebook() function is used to search any public Facebook post by speci-
fying a string.

• searchGroup() function is used to search a Group ID of a Facebook public group.
• searchPages() function is used to search a Facebook public page by specifying a
string.

• updateStatus() function is used to update our Facebook status from R program-
ming.

All above functions are useful to extract the textual data. The data can be stored
in some files for further processing. There is no specific function to extract Face-
book images in Rfacebook package, and there is no specific tool give the images of
Facebook.

4 Extract Facebook Public Pictures

Here we proposed a method to extract a group of images, profile pictures from
Facebook for analysis. One image worth of thousand words. Compare to text data,
Images may give more information. Nowadays compared to text more image data
is generated in social networking like Facebook. So, image processing on social
networking images gives the best result than textual analysis. For performing the
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image analysis, dataset is required. Here we proposed a method to extract Facebook
profile picture and all public images of a particular user in Facebook.

Here we proposed a method to extract a group of images, profile pictures from
Facebook for analysis. Facebook image extraction is done with six steps are as
follows:

Get Query from the Graph API Explore Tool: Graph API Explore Tool with
the provided link as https://developers.facebook.com/tools/explorer for user authen-
tication to access the different forms of the Facebook public data. This app gen-
erates a token to authenticate a user for accessing Facebook public data. From
Graph API tool we also get the link that contain the Data about pictures. That link
is https://graph.facebook.com/v2.6/me?fields=photos.limit(100)%7Bpicture%7D&
access_token=EAACEdXXXX.

Here access token is truncated. Figure1 shows the Graph API Tool. We repeat
the above steps until get all the images of Facebook authenticated user. Execute
Query in callAPI() along with Authentication Token: We execute above query in
the function callAPI() along with the access token. We also get query along with the
access token.When we get query along with access token, there is no need to provide
any external access token. CallAPI() returns a JSON formatted output contains the
details of image id, image link, comments, likes, posted date and times, etc.

Tokenize and extract Image links from JSON file: From the JSON output, we
tokenize the data and extract only the image links. We store each link into an array
for further processing.

Fig. 1 Graph API tool

https://developers.facebook.com/tools/explorer
https://graph.facebook.com/v2.6/me? fields=photos.limit(100)%7Bpicture%7D&
access_token=EAACEdXXXX
https://graph.facebook.com/v2.6/me? fields=photos.limit(100)%7Bpicture%7D&
access_token=EAACEdXXXX
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Fig. 2 Facebook public image extraction steps

Execution of the image links in GET(): Here we pass the image link in GET()
along with access token. It gets a raw data of the web page that contains data:URL,
status code, headers, all headers, cookies, content, date, times, request, handle. In
that content field contains the image data in one dimensional array format.

Extract content of the image data from the raw data
From the rawdata generated byGET,we can separate the image content and store into
one temporary variable. When it is separated, it generates a two-dimensional matrix
format of image data. Convert matrix into Image: After getting the two-dimensional
matrix, we can easily convert matrix into Image. Converted image can be stored into
one directory for further use or directly to perform the image processing operations
on it.

Figure2 shows the Facebook public images extractions steps.
After extraction of the images,wemay perform some image processing operations

on them. In the next section, we performed one image processing technique on the
extracted images.

4.1 Extraction Facebook Profile Picture

In this section, we described about the extraction of Face-book profile picture. The
extraction is done only with four steps: Get query from Graph API Explore tool,
Execute the image link and get raw data, Extract the content of the image from the
raw data, and Convert that data into Image. And we skip the two steps (executing
with callAPI() function andTokenization) of above-discussedmethod. The following
figure shows the procedure to extract Facebook Profile picture. Grayscale image
extracted from the Facebook is in Figs. 4 (Fig. 3).
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Fig. 3 Steps to extract
Facebook profile picture

4.2 Extraction Facebook Public Pictures

All the Facebook images are extracted into a directory we specified. On extracted
images, we can perform the operations of image processing (Figs. 5 and 6).

5 LSB Operation on Facebook Images

The image steganography is the method in which we can hide the data within an
image so that there will not be any perceived visible change in the original image. In
the LSB technique, we convert image into shaded grayscale image. This image will
act as reference image to hide the original image. In a grayscale image, each pixel
is represented with 8 bits. The least significant bit as its value will affect the pixel
value only by 1. So, this property is used to hide the data in the image. Here we have
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Fig. 4 Extracted Facebook profile picture

Fig. 5 Extracted Facebook Public pictures
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Fig. 6 Encrypted and decrypted output images

to consider last two bits as the least significant bits as they will affect the pixel value
only by 3 to store extra data. The least significant bit (LSB) steganography is one such
technique in which least significant bit of the image is replaced with secure image
data bit. As this method is vulnerable to steganalysis so as to make it more secure
we encrypt the raw image data before embedding it in the image. The encryption
method increases the time complexity, but at the same time provides greater security
also. This approach is very simple. In this method, the LSB bits of some or all of the
bytes inside an image is replaced with a bits of the secret image bits.

5.1 Algorithm and Results

This section explains the proposed algorithm and its results.
Encryption Algorithm

1. Read Image from Facebook through R language named as Orig.
2. Read the logo image specified directory and named as logo.
3. Convert both images pixels into binary format.
4. Now take the 2 bits of a pixel from logo and store it in the two LSB of Orig.

Repeat it to 8 bits of logo image pixel in four pixels of Orig image.
5. Now convert the binary values of the resulting image (Stego-image) to decimal.
6. After decimal conversion result could be in column matrix and so it has to be

converted to the size of the image Orig.
7. Convert the matrix into Image. The Stego-image is obtained.
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Table 1 Jaccard and PSNR values

Image Jaccard PSNR

1 0.002168367 0.7494915

2 0.0007699275 0.439036

3 0.001766417 0.7285485

Note: This algorithm stores the logo image into the last bit of the Facebook image
along the Column pixels.

Decryption Algorithm

1. Read the Stego-Image and named as Orig.
2. Convert Orig into a matrix and convert each pixel into binary values.
3. Take the LSB of each pixel column wise, and append these bits depending on

the depth of the logo image to form pixels of the logo image.
4. Convert this binary values into Decimal values.
5. Convert the column matrix into the size of the logo image.

Note: Step5 can be done successfully only by the prior knowledge of the size of the
secret image. Following are the results (Table 1).

5.2 Limitations

Images of Facebook can be extracted only through online, not in offline. So Inter-
net connection is required. In LSB operation, the logo image must be four times
smaller than the Facebook image. Otherwise, some of the logo content is skip while
encryption. While decryption process, we must know the size of the logo image.

6 Conclusion And Future Enhancement

In this paper, we introduced different formats of the Facebook collected data from the
user. After that, we presented different tools used to extract Facebook data of different
forms which are inspired us to create a new method to Extract Image data of the
Facebook. After that we applied LSB image steganography operation on extracted
Facebook images with a logo image. In future, we extend this work to detection of
spams, apply the digital watermarking techniques to secure our images in Facebook,
Based on the images posted in Facebook, we can analyze the behavior of a user, and
business intelligence.
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Subspace Clustering Using Matrix
Factorization

Sandhya Harikumar and Shilpa Joseph

Abstract High-dimensional data suffers from the curse of dimensionality and
sparsity problems. Since all samples seem equidistant from each other in high-
dimensional space, low-dimensional structures need to be found for cluster forma-
tion. This paper proposes a top-down approach for subspace clustering called projec-
tive clustering to identify clusters in low-dimensional subspaces using best low-rank
matrix factorization strategy, singular value decomposition. The advantages of this
approach are twofold. First is to obtain multiple low-dimensional substructures using
the best low-rank approximation, thereby reducing the storage requirements. Second
is the usage of the obtained projective clusters to retrieve approximate results of
a given query in time-efficient manner. Experimentation on six real-world datasets
proves the feasibility of our model for approximate information retrieval.

Keywords High-dimensional data · Subspace clustering · Matrix factorization ·
Singular value decomposition

1 Introduction

With voluminous and high-dimensional data generated in almost every domain such
as finance, health care, genomics, and signal processing, it has become necessary to
eliminate redundant features and rows [1]. This not only solves the problem of curse
of dimensionality but also helps in exploring patterns in low-dimensional subspaces.
A single low-dimensional subspace from high-dimensional data will not given hid-
den relationships existing between subsets of features and subsets of rows. Therefore,
a matrix factorization method is proposed on multiple subsets of data that identifies
a subset of important attributes to form multiple and relevant low-dimensional sub-
spaces [2, 3]. Projecting each of the samples on the most relevant subspace forms
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projective clusters and maintains the semantics of the data. The advantage of form-
ing such projective clusters is reduced storage space, minimum information loss, and
time-efficient approximate information retrieval.

For example, microarrays, that measures the expressions of thousands of genes
on hundreds of different patients can be realized in terms of a matrix consisting
of rows as genes and attributes as patients, and the value as the gene expression
value for each patient [4]. In order to identify different groups of genes with similar
expression profiles indicating homogeneous functions, it is necessary to findmultiple
low-dimensional substructures. In such scenarios, projective clusters are necessary
to be explored.

As the dimensions grow, data become very sparse and Euclidean distance mea-
sure becomes meaningless as each of the samples seem to be equidistant from each
other [3, 5, 6]. So, dimensionality reduction or feature selection techniques are used
to reduce the dimensions [7]. Projective clustering aims at finding clusters in sub-
spaces of data. Thus, cluster formation and dimensionality reduction are achieved
simultaneously in this type of clustering. It usually follows top-down approach to
simultaneously cluster the data and finding the relevant subspaces. One approach is
to initially cluster the data and then evaluate the attributes in the context of the formed
cluster [8]. The clusters so obtained are often hyperspherical due to the use of cluster
centers to represent groups of similar instances. The clusters that are obtained give
non-overlapping partitions of the dataset [9, 10].

The research objective of this paper is to find the dimensions in low space that
can represent various clusters to hold most of the information in the dataset and to
retrieve information effectively in less time.

The contributions of this paper are as follows.

1. Apply matrix factorization on multiple subsets of data to form K relevant sub-
spaces.

2. Leverage the clusters formed using the subspaces for approximate information
retrieval in time-efficient manner

3. Prove empirically the feasibility of this model using real-world datasets.

2 Related Works

Various types of clustering algorithms exist to group data into various clusters such
that the intracluster similarity is high and intercluster similarity is low [8]. Basically,
subspace clustering is done using either top-down approach or bottom-up approach.
Hybrid approaches also exist. In the bottom-up approach, first subspaces are found
and then clusters are formed. In CLIQUE, a histogram for each dimension is created
and then those bins which have densities above the given threshold are selected. It is
based on the downward closure property of density [11]. That is, if there are dense
units in k dimensions, there are dense units in all (k − 1)−-dimensional projections.
Thus, subspaces are formed using only those dimensions that contained dense units.
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Other bottom-up approaches are ENCLUS [12], MAFIA [13], cell-based clustering
(CBF) [12], CLTree [12], and DOC [12]. In the top-down approach, first clusters are
formed in full feature space and then relevant subspaces are explored. For subspace
formation, each dimension is assigned a weight for each of the clusters. The updated
weights are then used in the next iteration to regenerate the clusters. This approach
needs multiple iterations of clustering algorithm in the full set of dimensions. Top-
down algorithms usually create disjoint partitions thereby assigning each instance
to only one cluster. The most critical parameters for top-down algorithms are the
number of clusters (K ) and the size of the subspaces,l, on an average, which are
often very difficult to determine. Some of the top-down approaches are PROCLUS
[14], ORCLUS [15], FINDIT [16], and δ-Clusters [17], COSA. In this paper, we
adapt the clustering approach of Proclus and later appropriate subspaces are found
using matrix factorization [4, 18].

Matrix factorization reduces a matrix into constituent parts which make it easier
to calculate more complex matrix operations. It is the foundation of linear algebra
in computers. These are the basic operations for solving systems of linear equations,
calculating the inverse, and calculating the determinant of a matrix [19]. One of
the best matrix factorization methods that gives the best low-rank approximation is
singular value decomposition (SVD). SVD is used to reduce the number of features
of a dataset by reducing space dimensions from d to l [20–22]. Various models such
as prediction models for student performance and healthcare text classification have
been developed using Matrix factorization [23, 24].

We are interested in extracting meaningful information from the data for a given
query in reduced time. Hard-coded rules or feature-based models are available to
retrieve information [7, 25]. In machine learning, the end goal is to learn good
models of reality to regress, classify, or describe the data. The only way information
retrieval is related to machine learning is that it makes use of ML models. Queries
are formal statements of the information needed, for example, search strings in Web
search engines. In information retrieval, a query does not uniquely identify a single
object in the collection. Instead, several objects may match the query, perhaps with
different degrees of relevancy.

3 Subspace Clustering and Information Retrieval

Subspace clustering is an unsupervised learning technique which groups a set of data
points or objects into a cluster such that the objects in the same cluster are similar
pertaining to a subset of dimensions. Matrix factorization models map the items and
concept into a space of dimensionality d, such that the interactions are modeled as
inner products in that space.

In this paper, singular value decomposition [SVD] is used to find the dimensions
that can be used for subspace formation in different groups of instances. When a
cluster consisting of a subset of samples from the original data is given to SVD, it
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seeks to find a lower-rank approximation of the data matrix where the factors that
give the lower-rank approximation are also non-negative [26].

3.1 Problem Formation

Given a dataset D with n rows and d attributes, the aim is to form multiple groups
of samples with subsets of dimensions that can capture the semantics of the data and
store it efficiently without information loss and retrieve approximate information in
less time.

3.2 Proposed Model

We propose a model for the formation of subspace cluster using matrix factorization
by adapting the strategy of PROCLUS for cluster formations. This model consists
of four phases, namely

• Initialization [Medoid selection].
• Finding dimensions using singular value decomposition.
• Cluster refinement phase.
• Query processing.

The block diagram is given in Fig. 1.

Fig. 1 Block Diagram of the proposed model
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Initial Clustering This phase is to find a good set of medoids which can form good
representatives for subspace clusters. Medoids chosen are farthest from each other
in high-dimensional space. This is ensured by using L1 distance metric due to its
characteristics like robustness to outliers and sparsity. To form K subspace clusters,
a set of maximum distant medoids, M , of size greater than K is computed. These
medoids help for forming initial clusters in full-dimensional space as shown in 1
taken from [14].

Algorithm 1: Initialization Phase
Ci is the ith cluster
Di is the set of dimensions associated with cluster Ci
Mcurrent is the set of medoids in current iteration
Mbest is the best set of medoids found so far
N is the final set of medoids with associated dimensions
A, B are constant integers S = random sample of size A ∗ K
M = Greedy(S, B*k)

Algorithm 2: Iterative Phase
1. BestObjective = ∞

2. Mcurrent = random set of medoids m1,m2...mk
3. for each medoid mi in Mcurrent do

Let δi be distance to nearest medoid from mi
Loi = Points in sphere centered at mi with radius as δi

4. Lo = Localityset i.e., [Lo1, Lo2, ..., Lok ]
5. Dimensions = FindDimensions(k,l,Lo)
6. Clusterset = AssignPoints(Dimensions)
7.ObjectiveFun = EvaluationCluster(Clusterset,Dimensions)
8. if ObjectiveFun < Bestobjective
begin

BestObjective = Objectivefun
Mbest = Mcurrent
Find the bad medoid in Mbest and replace them

end

Iterative Phase In this phase, randomly K medoids are chosen from set ofM medoids
obtained from initial phase. These K medoids are used to form K clusters in full-
dimensional space as shown in Algorithm 2. Then matrix factorization, SVD, is
applied on these clusters, to find a good substructure by finding the dimensions. The
algorithm to find dimensions is as shown in Algorithm 3.
Cluster Refinement Dimensions and cluster obtained from iterative phase are passed
through refinement phase to improve the quality of the final cluster. For eachmedoid,
and its corresponding dimension, we find least distance δi to one of the medoids
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Algorithm 3: FindDimensions (k,l,Lo)

1. Apply SVD on each locality Li and
find Ui , V T

i ,
∑

i for the same.

2. Then identify the optimal set of dimensions
based on

∑
i values.

3. If V T matrix is used then , each row in V T
i is the

projected axis and we project the original data to these
axis to form a subspace.

4. If U matrix is used, then each column is the projected
axis and the data is projected to each Ui

corresponding to the dimension. Points outside the sphere of influence are considered
as outliers for the respective clusters. The algorithm is as shown in Algorithm 4.

Algorithm 4: Refinment phase

1. With the medoid set Mbest obtained from the iterative
phase , form a new locality L

2. Find new dimensions and form clusters
NewDimensions = FindDimension(Dimensions)
(C1,C2, ...,Ck ) = AssignPoints(NewDimensions)

3. Find the optimal clusters C = {C1, ...,CK } with best medoid set Mbest and corresponding
dimensions (Mbest , NewDimensions)

return C

These algorithms are adapted from [14].
Query processingAfter the formation of the subspace clusters, information can be
retrieved using the obtained clusters. For a given query q, the similarity is found
between q and each of the subspace clusters Ci . The most similar subspace is used
to retrieve the information.

Algorithm 5: Query Processing to retrieve information for query q

1. Find the cluster Cq that is closest to the q.
2. For each sample dpi in the Cluster Cq do

Distanceset = find the distance between q and dpi .
qSimilar = min(Distanceset)

end
4. return qSimilar
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4 Experimental Analysis

This section briefs our experimental results and comparison of our subspace cluster-
ing algorithmwith another subspace clustering algorithms, PROCLUS, andCLIQUE
to show the effectiveness of our proposed work.

Performance ParametersWe used the following parameters in our study: the num-
ber of instances n, number of subspace clusters K , and average dimensionality of
each subspace cluster l to demonstrate the effectiveness of our proposed algorithm.
The proposed approach was then applied on the datasets to determine how the cluster
quality varied with n, K , and l.

Datasets To evaluate the performance of our proposed model, using six datasets
as shown in the table. These six datasets are high-dimensional with dimensionality
varying from 9 to 7200 and the number of instances from 767 to 10,000 and other
parameters are as shown in below table.
Here, average number of dimensions per cluster is taken as (l).

5 Results and Analysis

After the clusterwas formed,we evaluated the cluster quality usingDavies–Bouldin
index. Its validation of howwell the obtained clustering is made using quantities and
features inherent to the dataset. Lower the DB index value, better is the clustering.

DBindex(U ) = 1/k
k∑

i=1

max
�(Xi ) + �(X j )

δ(Xi , X j )
(1)

where,
δ(Xi , X j ) is the intercluster distance.
�(Xk) is the intracluster distance of cluster Xk .

Another evaluation metric we used is :

k∑

i=1

(Ci ∗ wi )/N (2)

where.
Ci is the ith cluster
wi = ∑

j Yi , j/|Di |

Yi, j is average distance of points in Ci to centroid of Ci along dimension j , j ∈ Di

and Di is the set of dimensions

N is the number of instances in the dataset.
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Fig. 2 Cluster evaluation using DBI metric for diabetes dataset by varying number of clusters
K with number of instances n and number of attributes d constant as given in Table1. Average
dimensions per cluster l are taken to be 5

Also, the execution time against number of cluster.

We have compared our proposedmodel with PROCLUS andCLIQUE and the results
are shown in Figs. 2, 3, 4, 5, 6, 7, and 8.

The experiments are conducted by using different the parameters, as one varying
and the other constant and the details are given in Table1 .

[Red line represents PROCLUS, blue line represents SVD-based subspace clus-
tering (proposed model), and black line is CLIQUE.]

The following aspects were considered for evaluation,

(1) Effect of the number of instances, N on DBI
(2) Effect of average dimensions per cluster, l on DBI.
(3) Effect of number of clusters(K ) on DBI and.
(4) Execution time while varying the number of clusters K .

Table 1 Dataset

Dataset Instances (n) Attributes (d) Avg. dim. (l) Clusters (k)

diabetes.csv 767 9 5 6

leukemia.csv 36 7130 2 4

Glass.csv 214 10 4 5

bio_test.csv 10,000 77 15 7

phy_train.csv 900 80 9 12

GCM.csv 144 1600 10 4
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Fig. 3 Cluster evaluation using DBI metric for diabetes dataset by varying l with number of
instances n and attributes d constant as given in Table 1.

Fig. 4 Cluster evaluation using DBI metric for each dataset in Table 1 by number of instances n
in it
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Fig. 5 Evaluation time represents clustering and query processing time by varying number of
clusters k for diabetes dataset. [Execution time is represented in seconds]

Fig. 6 Cluster evaluation using Eq. (2) for diabetes dataset by varying number of clusters K with
number of instances n and attributes d constant as given in Table1.

The results are shown in the below graphs. We observe that, while the number of
features, average number of dimensions per cluster, and cluster numbers increases,
the approach shows better results while considering cluster quality(DBI).

From Figs. 2, 3, and 4, we can see that our proposed model gives better cluster
compared to PROCLUS and CLIQUE as we vary different parameters like, number
of clusters formed, as the average number of dimensions per cluster l varies by
keeping the number of clusters as constant (K = 5) and also for each iteration the
number of instances (N ) vary.
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Fig. 7 Evaluation time represents clustering and query processing time by varying number of
clusters k for GCM dataset and remaining parameters as constant as in Table1 . [Execution time is
represented in seconds]

Fig. 8 Evaluation time represents clustering and query processing time by varying number of
clusters k for bio_train dataset and remaining parameters as constant as in Table1. [Execution time
is represented in seconds]

In Figs. 5, 7, and 8, we can see that PROCLUS and CLIQUE take more time for
clustering and query processing, while our approach takes less execution time. Here,
we can see that as the number of clusters increases the execution time taken by our
model is less compared to the other two models.

By looking at the results, we can see that our approach gives better cluster and
execution time compared to other two models.
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6 Conclusion

We have proposed an alternative approach toward subspace clustering using matrix
factorization technique called singular value decomposition (SVD). This aids not
only in computing stable subspace clusters but also retrieves semantic information
for a given query. SVD is used to find the low-dimensional substructure in a local
neighborhood leading to a subspace. Thus, multiple subspaces and clusters corre-
sponding to the obtained subspaces are formed by projecting the data onto an optimal
subspace. The proposed model for subspace clustering gives better performance than
algorithms such as PROCLUS and CLIQUE. Further, the usage of SVD in subsets
of data has improved the computing time of subspace clustering significantly and
the features or attributes that are used for cluster formation have been retained in
its original form. This model discovers interesting patterns in subspaces of high-
dimensional data spaces. It allows the selection of different sets of dimensions for
different subsets of the data with minimal information loss.
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A Data-Driven Approach for Peer
Recommendation to Reduce Dropouts
in MOOC

Manika Garg and Anita Goel

Abstract Massive open online course (MOOC) is an onlinemode for learning aimed
at unlimited participation.A characteristic feature ofMOOC is reduced availability of
social interaction,which is often responsible for learners feeling isolated.Although to
facilitate interaction, MOOC has functionalities like discussion forum, group assign-
ment and peer grading; however, to use these functionalities, the learner has to exten-
sively search for the right person to interact froma large pool of learners. The isolation
among learners is one of the significant factors contributing to high learner dropout
rate, a major concern for MOOC. In this paper, we present an approach to reduce
the dropout rate of MOOC by solving the problem of isolation. A potential solution
to this problem is to encourage peer learning, by supporting learners to find other
learners for interaction purposes. In this paper, we propose a user similarity-based
peer recommendation approach that makes use of learners’ scores and their demo-
graphic attributes, to provide recommendations on potential learning peers. To date,
however, the main focus of traditional approaches for peer recommendations is on
providing recommendations to all learners, including the ones who were not feeling
isolated. Furthermore, these approaches provide peer recommendations to learners
without considering their actual cause of isolation. To overcome these limitations,
we use adaptive interventions to first identify the isolated learners and then recom-
mend peer learners based on their cause of isolation. The proposed approach for peer
recommendation is evaluated on the basis of scalability and coverage. The publicly
available MIT Harvard database has been used for experimental purpose.
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1 Introduction

The rapid evolution of MOOC as a distance learning method has dramatically trans-
formed the education sector. Various MOOC platforms, such as edX and Coursera,
provide access to a large number of courses across various fields. The open access
feature of MOOC attracts large number, often hundreds of thousands of partici-
pants. However, in spite of the high enrolment, the percentage of learners actually
completing any particularMOOC often falls below 10% [1–3].While various factors
contribute to these high dropout rates, the problemof feeling of isolation amongmany
learners is an important factor that directly affects learners’ dropout rate of MOOC
[4–7].

An innate feature of online learning is reduced availability of face-to-face inter-
actions, which in turn is often responsible for students feeling isolated [8]. Learners
involved in distance learning, frequently, feel the lack of personal assistance by course
authors and fellow students, which mostly leads to learners’ loss of motivation [9].
All these causes can create a feeling of isolation among MOOC learners.

To facilitate social interaction among learners, MOOC has included features like
discussion forums, group assignments and peer assessments. Interaction among
learners in MOOC is primarily dependent on discussion forums. But according
to Chiu and Hew [10], the discussion forums posts are written by only 5–12%
of learners, and more than 75% of learners read the forum posts only once. One
of the issues with discussion forums is the difficulty of a MOOC learner who has
to extensively search for a right person to interact, from a large pool of learners.
Also, according to Labarthe et al. [11], many learners do not necessarily know how
to initiate, have meaningful conversations within this community and feel shy or
inhibited in such crowded places.

One potential way of addressing the problem of isolation is to encourage peer
learning in MOOC, by supporting learners to find other learners for interaction
and cooperation purposes. Several studies [5, 12–14] have shown that stimu-
lating interactions among learners is a key to foster learner engagement and miti-
gate dropouts. Traditional approaches for peer recommendations are mainly based
on either learners’ profile and/or their behavioural attributes. These approaches
neither identify the isolated learners nor determine their cause of isolation. The
recommendations are for all learners including the ones who are not even feeling
isolated.

Here, we present an approach for peer recommendation to reduce dropouts in
MOOC. We use adaptive interventions to identify the target learners having the
feeling of isolation and their cause of isolation, during the course. We propose a user
similarity-based peer recommendation approach thatmakes use of the learners’ score
and their demographic attributes. For the isolated learner, we provide suggestions on
potential learning peers.

The peer recommendation approach presented here is used to assist learners in
selection of the most suited learner for interaction. Moreover, it is used to enhance
engagement and social tutoring among learners, by reducing their feeling of isolation
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and thus decreasing the probability of dropout. From the experimental results, it is
seen that the proposed approach is well balanced between scalability and coverage.
Since we identify the target learners, when using our approach, the recommendation
is for the learners who have a feeling of isolation during the course.

The remainder of the paper is organized as follows. Section 2 presents relatedwork
in the field of peer learning, peer recommendation systems and adaptive interventions
in e-learning platforms. In Sect. 3, the proposed approach for peer recommendation
is described. Section 4 presents the experimental results. Lastly, Sect. 5 concludes
the paper and presents future work.

2 Related Work

This section briefly describes related work in the field of peer learning, peer
recommender systems and adaptive interventions used in online learning.

2.1 Peer Learning in MOOC

Peer learning is a method of learning, where students learn by interacting with one
another. Many experts from prestigious universities have incorporated peer learning
in their main methods. When a student learns with a peer, they learn their ideas, their
thoughts and their views on a certain topic. Past studies [13, 15, 16] have shown that
peer learning in MOOC results in better learning and increased performance of the
learners. It brings them an opportunity to share thoughts and helps in the development
of their intellectual skills [17, 18]. It has been observed that peer learning has resulted
in more engagement in terms of attendance in the course and discussion forums [11]
and thus has helped in decreasing the dropout rate of MOOC.

Many MOOC platforms offer features like discussion forums, group assign-
ments and peer reviews to promote the idea of peer learning [19, 20]. However,
the overcrowding of participants from diverse cultural and physical backgrounds
[21] often makes it extremely difficult for learners to find potential peer learners for
collaboration purposes.

2.2 Peer Recommender Systems

Recommender systems in online learning platforms [22] are being widely devel-
oped to provide personalized recommendations in various categories such as course
recommender systems [23, 24], learning path recommender systems [25] and peer
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recommender systems [11]. Peer recommendation systems (PRS) in e-learning plat-
forms are an evolving research field and have scope for many development opportu-
nities. Peer recommender systems are built on the concept of collaborative learning
and help in enhancing the learning experience of learners.

Different approaches [8, 11, 18, 19, 26–31] have been used for peer recommen-
dation in the context of online learning. Xu and Yang [26] have categorized learners
into three groups: questioning learner (Q-learners), answering learner (A-learners)
and normal learner (N-learners) on the basis ofmessages posted by themon the course
discussion forumand computed the similarity over topics among forum learners using
topicmodelling.Answering learnerswere recommended to questioning learnerswith
high topic similarity. In [11], a recommender system is designed to suggest rele-
vant chat contacts on the basis of demographics and progression criteria (in terms of
number of quizzes replied to). In another study, Rothkrantz [27] presents an approach
to create balanced groups of students, by considering the personal characteristics and
abilities of learners, and the requirements fixed by course authors.

Elghomary and Bouzidi [28] presents a dynamic peer recommendation system
(DPRS) based on trust management system (TMS) considering the influence of the
trust relationships among MOOC learners that impact strongly the selection of the
suitable partner. In another work, Hu et al. [29] presented a framework for recom-
mending learning peers using a tripartite graph by modelling dynamic interaction
behaviours of learners. Lalingkar et al. [19] and Chounta [30] make use of principle
of zone of proximal development (ZPD) for the recommendation of peers for the
formation of study groups.

Another approach for recommendation of peer in online setting is the use of
reciprocal recommender systems [18]. In their work, Prabhakar et al. [31] built a
recommender system based on learners’ profile that recommendsmutually interested
learners who can possibly interact with each other. Thanh et al. [8] implemented a
learning partner recommender system (LPRS) that provides students with sugges-
tions on learning partners based on their individual characteristics, what they look
for in peers, and preferences in learning partners.

All the above approaches for peer recommendations are mainly based on either
learners’ profile and/or their behavioural attributes.We observe that these approaches
provide no method to identify isolated learners, and hence, recommend peers to all
the learners of the course, including the ones who are not feeling isolated.

2.3 Adaptive Intervention

Intervention are alterations made to the learning environment or learner’s experience
of it, like providing extra learning resources, prompting learners to return to the
course or varying current course content [32]. Adaptive interventions are not new
to education and have been extensively used in web-based adaptive educational
systems. Various approaches have been used to implement adaptive interventions
which can adapt based on the type of learner and change as a learner progresses
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through the course. For example, Davis et al. [33] and Aleven et al. [34] designed
an adaptive retrieval practice intervention by delivering quiz questions from course
content accessed previously by the learner. Similarly, NeCamp et al. [32] proposed
an adaptive intervention of sending weekly email reminders to motivate learners
to engage with course content. In this paper, we propose adaptive interventions to
identify the isolated learners, during the course.

3 Peer Recommendation Approach

This section presents our peer recommendation approach. Our approach has three
steps: (1) using adaptive intervention to identify the learners having the feeling of
isolation, (2) determining the cause of their feeling of isolation and (3) proposing the
peer recommendation algorithm to generate potential peers for the isolated learner.
The three steps are described in the following subsections, in detail.

3.1 Identification of Target Learner

For our purposes, we define the target learner as the one who feels isolated during the
pursuing of the course. To identify the target learners, we intervene during the course
after the learner has attempted the quiz of the first module, to ask the learners about
their feeling of isolation. The intervention is repeated after each module attempted
by the learners (Fig. 1). The learners may either select that they have a feeling of

Fig. 1 Adaptive intervention for identification of target learner
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isolation or that they do not feel isolated. The learners who select that they have a
feeling of isolation are identified as target learners.

3.2 Determination of Cause of Isolation

We focus on the two common causes for the feeling of isolation among MOOC
learners: (1) lack of one-to-one interaction with peer learners and (2) lack of personal
assistance provided to learners while pursuing of MOOC. To determine the cause
of isolation of the identified target learner, we consider the score of the latest quiz
attempted by the target learner. If the latest quiz score is greater than or equal to a
threshold value (set by the course author), we categorize the target learner as aGood
Scorer, and else, the target learner is categorized as a Bad Scorer. For Bad Scorer, we
consider the cause of isolation as lack of personal assistance needed in understanding
of the course. On the other hand, in the case of Good Scorer, we consider the cause
of isolation as lack of one-to-one interaction with peer learners.

Based on the cause of isolation, different recommendation parameters are used
for both cases.

• For Good Scorer, we recommend peers based on demographic attributes, as the
cause of isolation is due to lack of interaction.

• For Bad Scorer, we recommend peer learners based on the quiz score as well as
demographic attributes. This is because the better scoring learner may provide
personal assistance to the target learner.

Demographic attributes play an important role in enhancing peer interaction [35].
According to French [36], students from all age group tend to interact with similar
age peers as they feel more connected with them. Likewise, same gender peers are
likely to communicate more as they share similar interest [37]. Learners who share
same level of education commonly have similar level of understanding and hence can
effectively collaborate with each other. According to Loh and Teo [38], the learners
who belong to same location share similar culture and also share similar learning style
which, in turn, can facilitate more effective peer learning. Therefore, we identify the
demographic attributes to be considered for peer recommendation as—Age, gender,
geographical location and level of education.

3.3 Peer Recommendation Algorithm

In this section, a peer recommendation algorithm is presented for the selection of
suitable peer learners for the target learner. The algorithm is executed every time a
target learner is identified. As discussed in Sect. 3.2, the algorithm selects recom-
mendation parameters based on the type of learner (Good Scorer or Bad Scorer).
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Accordingly, different computations are performed for both cases to provide peer
recommendation to the target learner.

Algorithm 1 presents the peer recommendation algorithm for our approach. The
algorithm takes the learner database D, the value of k (number of peer to be recom-
mended) and val (min score required to be a Good Scorer) as input and generates a
list of k peer recommendations for the target learner T.

Algorithm 1. Generating a List of Peer Recommendations for Target Learner
2D Database of learners = D
Similarity measure = SM
Similarity score = sim_score
Number of recommendations to be provided for Target learner T  = k
Threshold value = val
Score of the learner Li = score[Li]
Input: D, T, k, val
Output: k peer recommendations 
1: FiltrD  [ ]; 
2: PeerD  [ ]; 
3: if score [T] < val then //Case of Bad Scorer 
4:  for each Li  { D – T } do 
5:   if score [Li] > score [T] then
6:    FiltrD.append (Li); 
7: end if 
8:  end for 
9:  for each Li  FiltrD do
10:   sim_score[Li]  = SM(Li ,T); 
11:  end for
12: else                  //Case of Good Scorer
13:  for each Li  { D – T } do
14:    sim_score[Li]  = SM(Li ,T);
15:  end for 
16: end if
17: PeerD – a sorted list of learners based on decreasing similarity scores 
18: return top k most similar learners from PeerD

The algorithm uses the score of the latest quiz Q attempted by the target learner.
On the basis of score and val, the target learner is first categorized as a Good Scorer
or a Bad Scorer. If the target learner is a Bad Scorer, the scores and the demographic
attributes are considered for recommendation. The learners who have scored greater
than or equal to the target learner in the quiz Q are appended to FilterD. Next, the
demographic similarity between each learner Li of FilterD and the target learner is
computed and stored in sim_score [Li]. On the other hand, if the target leaner is a
Good Scorer, the demographic similarity is directly computed between the target
learner and all the other learners of the database D.

There exist several similarity measures, like cosine similarity, Euclidean distance,
Pearson coefficient and Jaccard index. Any measure can be used for the calculation
of the similarity scores as we find that there is compatibility in the results. The
similarity measure is applied on the learners’ demographic attributes (age, gender,
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location, and level of education). Once all the similarity scores have been computed,
learners are sorted in the decreasing order of their similarities. Top k similar learners
are recommended to the target learner.

3.4 A Simple Example

In this section, we illustrate the working of the proposed algorithm using an example
of ten learners (Table 1). We aim to generate three peer recommendations (k =
3) for target learner B, with threshold value of the score as 50% (val = 5). The
data is taken from the release of de-identified data from the first year of MITx and
HarvardX courses on the edX platform [39]. We selected records with attributes
about age, location, qualification and gender. Also, we augmented this information
with synthesized data about learners’ quiz score.

As required by our algorithm, we pre-process the data of the learners to transform
it into a format that can be used for the calculation of similarity scores. Next, the
peer recommendation algorithm applied to the pre-processed data is discussed.

Pre-processing. Each learner has six attributes—Name, location, level of education
(LoE), gender, age and score. The database takes age as a numeric attribute while
gender and LoE as categorical attributes. We convert LoE on a scale of 1 to 5 by
categorizing it into five levels: less than secondary (1), secondary (2), bachelors (3),
masters (4) and doctorate (5). Gender is assigned a value of 0 for male and 1 for
female. For finding the location similarity of the learners with the target learner, we
use Eq. (1), i.e. if the location is same as that of the target learner, then the value
is 1, else 0. After this, we normalize the data using min–max scalar to scale all the
attribute values between 0 and 1.

Table 1 Sample database of ten learners

Name Location LoE Gender Age Score

A India Bachelor’s M 23 2

B United States Secondary M 19 4

C United States Bachelor’s M 24 7

D Australia Secondary M 20 2

E Australia Master’s F 32 5

F Mexico Bachelor’s M 22 10

G Brazil Bachelor’s M 23 1

H Other South Asia Master’s F 32 6

I India Bachelor’s M 20 8

J United States Bachelor’s M 26 9
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Table 2 Demographic similarity of filtered learners with target learner B

Name Cosine Euclidean Pearson Jaccard

C 0.84578 0.684592 0.855106 0.3333

J 0.805838 0.632597 0.799908 0.3333

I 0 0.439662 −0.40075 0

F 0 0.429199 −0.51202 0

E 0 0 −1 0

H 0 0 −1 0

sim
(
LocLi ,LocT

) =
{
1, LocLi = LocT
0, LocLi �= LocT

}
(1)

Peer recommendation.As described in Sect. 3.3, since, the score (score = 4) of the
target learner is less than val, therefore, the target learner is the case of a Bad Scorer.
Accordingly, first, all the learners who have scored greater than the target learner B
are selected. Six out of nine learners (excluding the target learner) in Table 2 have
scored greater than the target learner. These six learners (C, E, F, H, I, and J) are
appended to a list of filtered learners. After this, the proposed algorithm calculates
the similarity scores between each of the filtered learners and the target learner.

We calculated similarity scores by using four different types of similarity
measures—Cosine similarity, Euclidean distance, Pearson coefficient and Jaccard
Index (Table 2). For this example, the algorithm recommends three potential peers.
We see that all the measures include C and J as the top two recommended peers.
However, for the recommendation of third peer, Euclidean and Pearson measure
recommends learner I, whereas Cosine and Jaccard measure recommends learners I,
F, E andH, as they all obtain the same similarity score.We infer that the peers recom-
mended are compatible across all similarity measures. Furthermore, we recommend
the usage of Euclidean and Pearson measures as they provide more detailed values
of similarity, with lesser chances of overlap, as compared to Cosine and Jaccard
measure.

Thus, for the target learner B, peer learners C, J and I are recommend as potential
learners for interaction and collaboration purposes.

4 Evaluation

To evaluate the proposed algorithm, we employ two standard measures—Scalability
and coverage. We apply our approach on the data of 10,000 learners obtained from
the first year of MITx and HarvardX courses on the edX platform.
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Fig. 2 Runtime of
algorithm 1 with respect to
number of learners
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4.1 Scalability

The running time of algorithm plays an important role in our approach as the peer
recommendation approach is on demand and real time. Therefore, we evaluate our
proposed algorithm for scalability to see the time it takes for the peer recommenda-
tion. The scalability of our algorithm is tested by varying the total number of learners
in a range of 2000–10,000 learners. The runtime of algorithmwith respect to different
number of learners belonging to both the cases, keeping the total number of recom-
mended peers as three (k = 3), is reported in Fig. 2. As expected, the runtime of the
algorithm increases as number of learners increased. We see that even in the current
setting, the recommendation in a course with 10,000 learners can be provided within
a few seconds.

4.2 Coverage

We evaluate the coverage of our algorithm to ensure that the same learners are not
repeatedly recommended to all the isolated learners. We calculate the coverage by
finding out the proportion of learners who were recommended at least once to other
learners. To test the coverage our algorithm, we varied the total number of learners
in a range of 2000–10,000 learners. Figure 3 shows the coverage with respect to

0.9
0.92
0.94
0.96
0.98

1

2000 4000 6000 8000 10000

C
ov

er
ag

e

Number of Learners

k=3 k=6

Fig. 3 Coverage versus number of learners



A Data-Driven Approach for Peer Recommendation to Reduce … 227

different number of learners for different number of peer recommendations (k = 3
and k = 6). Let us denote rec (Li) as the recommendation list of learner Li. Let n be
the set of all learners in the course. Then, the coverage, as defined by [40], can be
measured as follows:

coverage = |∪i=1...nrec(Li )|
|n| (2)

We observe that under all the settings, the coverage is close to 1, which shows
that the same learners are not repeatedly recommended in our approach. However, it
must be noted that the calculated coverage depends upon the demographic attributes
and scores of learners at any given point in time. The coverage shown may not be
universally correct.

5 Conclusion and Future Work

Learning is a social process, and thus, encouraging interactions among learners is an
effective way to keep them engaged and subsequently improves the completion rate
of MOOC. An approach for peer recommendation in MOOC, based on the learners’
scores and their demographic attributes, is presented in this paper. The approach
facilitates to identify the target learners who are feeling isolated in the course and
also helps in determining the probable cause of their feeling of isolation.Accordingly,
suggestions on potential learning peers are provided to the target learner.

Our approach eases the decision-making process to select relevant peer byMOOC
learners and encourages the idea of peer learning. An experimental validation is
carried out to determine the scalability and coverage of the proposed algorithm.
From the results, it can be seen that the proposed algorithm is well balanced between
scalability and coverage. However, there are some limitations of our work. The
scalability is calculated by considering the runtime of single target learner only,
though there may be large number of target learners. Also, although we provide peer
recommendations to isolated learners, but the successful interaction among learners
is subject to reciprocity factor [41] between the target learner and the recommended
learner. In future, we are considering to use mathematical modelling to evaluate
our recommendation algorithm. Moreover, we plan to integrate some more learner
attributes for the process of recommendation, like learners’ interests, engagement
levels and their conversation skills.
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Bag of Science: A Query Structuring
and Processing Model
for Recommendation Systems

Prakash Hegade, Vibha Hegde, Sourabh Jain, Rajaram M. Joshi,
and K. L. Vijeth

Abstract Technological advancements and the changing needs drive the process
workflow, meeting the need-of-the-hour requirements, and calibrating system
components. While the perception evolves, the fundamental principles stay put and
wrap around generational disparities. In a changing scenario of the physical market
to an e-commerce site, the recommendation systems have had substantial roles. The
present systems customarily use the item or user profiles for recommendations. The
existing recommendation systems rely heavily on data and learning algorithms. An
improved recommendation system given by considering the query’s semantics rather
than using only historical data of numerous worldwide queries can create a paradigm
shift in the technologies involved in computer recommendations. Bag of science
attempts to take on this challenge. Themodel dwells on inferring a query’smeaning in
all contexts to create an order in which the words relate. By constructing a word defi-
nition graph, themethodology explores the possibility of enhancing the recommenda-
tion systems to improve the e-commerce platforms’ business. The paper presents the
model’s architecture with its chief components, including a parser and scraper, graph
generator, graph traversal, and results. The model presents the traversal results and
analysis of the constructed e-commerce graphs using hops as the threshold metric.
The paper also presents themodel’s abstract data type tomake it applicable and extend
to other domain contexts that involve query engines and need recommendations.

Keywords Bag of science · Graphs · Recommendations

1 Introduction

The business and consumer subtleties regarding the producer–consumer association
have seen structural and behavioral changes since their inception. The barter system
allowed the producers to trade their surplus to surfeit, and the commonmeeting place
for the barter evolved into market places [1]. Further, the need to equate the values
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to a common denomination led to the invention of currency. While businesses grew
from trading, business places coinedmarkets.Modern-daymarkets have transformed
from shops to supermarkets [2].With the advent of technology, markets have evolved
into virtual shops under the envelope of e-commerce and adaptive progression [3].

As paradigmshifts have led theworld into a digital transformation, trade principles
have engaged new facades, nurturing over the classics, to name one—recommen-
dations. To be precise, despite the transaction’s mode and nature, the component
elemental to any purchase is a good recommendation. While a shopkeeper talks
to the customer into buying products based on personal contact about day-to-day
life and needs, a supermarket uses strategic arrangements based on what products
can be purchased together [4]. However, these do not translate well, yet on to the
e-commerce sites.

Online shopping recommendations rely majorly on collaborative filtering and
context-based filtering [5]. They are outlying from what is precise and accurate
concerning the customer’s needs despite their success. The field presents itself with
ample scope for improvement [4]. The quest for a good recommendation must begin
at the query and stretch beyond the data available in the history. A query on any
present-day search engine goes through a combination of semantic [6] and syntactic
[7] layers to rank pages as results. Some search engines also use cookies and search
history to promote sponsored content [8] and make the search results akin to a
user’s activity rather than what is accurate. These results may or may not have any
correlation to the user query, specifically in scientific data. For the purpose of bringing
the underlying semantics of the query to light, user queries are treated as scientific
data.

In case that a user query is more than just a word, that is, when it represents any
conceptual idea or a science [9], the query results need to be processed differently.
A recommendation system’s emblematic components include query structuring and
processing, data processing, candidate generation, scoring, and analysis. The present
models work on improvising one or related sub-components in the process, masking
the holistic picture. The gaps present in the system necessitate a need to work on the
model’s science, establishing the correlation between the sub-components working
toward a condescending goal. The domain knowledge fromwebparsing and scraping,
graphs traversals, data structures [10], scientific data stores, statistics, and inferences
can aid the betterment process.

This paper proposes a query structure, processing, and analysis model for recom-
mendation systems—Bag of Science (BoS). The paper is further divided into the
following sections: Sect. 2 presents the literature survey. Section 3 presents themodel,
design principles, and architecture. Section 4 presents the results and discussion, and
Sect. 5 concludes the paper along with the future scope.
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2 Literature Survey

We have sewed together the relevant principles to build a BoS model from search
engines, recommendation systems, web parsing, web scraping, e-commerce, and
query processing systems. This section presents a brief survey on each of the pointed
out components. Alan Emtage, Bill Heelan, and J. Peter Deutsch created the very
first automated searching tool “Archie” in 1990. Archie stored all the files located on
public anonymousFTP, creating a searchable database of file names. FromArchie,we
have to-the-time steadied toGoogle, amidst the prevailing challenges [11]. The search
engine capability, which was once limited to string match, now uses natural language
processing and semantic algorithms to improvise the search [12, 13].Although search
engines provide better recommendations to the user, they lack the generation of
definitions for various scientific queries. There are also generic search engine models
conceived to offer a parent–child fork model suiting to current needs [14].

Search engines are vital to the e-commerce domain. The procedure of shopping
online starts with a search. Buying anything online has a concrete and established
stage-wise process. The user first searches for the item he/she wants, adds a specific
item to the cart, and then checks out by making the payment. The recommenda-
tion system has a huge role to play in what the customer buys. Recommendation
systems have been designed for various tasks and preferences based on data models
and system institutional designs [15]. The principles, evaluations, and design have
been domain specific [16]. A recommendation has a vital role in marketing and e-
commerce and one of themajormarketing strategies.Machine learning has been used
as a maneuver to make better recommendation systems using historical data [17].
They have also been designed for personalized promotions [18]. Systems usually also
recommend based on factors like best-selling products, or based on the consumer’s
demographics, or analysis of the customer’s purchase history and behavior [19]. The
process usually is based on text mining and utility matrix operations. Although intel-
ligence and machine learning are mainly responsible for the operation of today’s
recommendation systems, they blemish in providing connotation of patterns and
identifying contributory associations.

On the other hand, search and recommendation engines process user queries. Any
query processing engine needs data to be operated on and with. The data can be from
the stored database or mined from the web of relevant sciences. Web mining is the
process of discovering potentially useful and previously unknown information or
knowledge from the web data [20]. Web content mining is a type of web mining
technique used by search engines to search the web via content, i.e. discover useful
information from web content such as text, images, videos, etc. [21]. Scraping the
web plays an essential role in web mining. The process includes finding and parse
web pages from a set of defined web links returned by a search engine query [22].

Graphs and graph data structures have been exhaustively used in query processing.
Graph query languages and operative measures have been designed as well [23].
Another advantage that graphs offer is that user queries’ intermediate results can be
efficiently managed with graph data structures. Graphs offer traversal mechanisms
based on breadth and depth [10]. Content-based recommendations have been hence
designed using knowledge graphs [24].
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Bag of science seeks motivation from the design principles of bag of words, a
popular representation used for object categorization. In this model, a text is repre-
sented in the form of words, irrespective of order and grammar but with respect
to multiplicity [25]. BoS is designed considering each of the mentioned systems’
principles and advantages by putting them together, buoyantly, to address the gaps
present in the recommendation models. BoS attempts to address the problem by
giving a unified data structure that starts from a user query and ends by generating
the results putting all the intermediate processing steps into the graph as nodes.

3 Bag of Science: Model Design and Deliberations

The language is a universal web of words. A human being begins to understand the
connections and interactions between the words as he grows to learn the world’s
ways. Similarly, the existence of any object in the universe is a relative space in the
bag of science. There is a way that each existence, each concept, and each science
are related, and unification of this has been a collective goal. BoS derives this goal,
in principle, to attempt to understand the context of a query in terms of the definition
of a science. The closer the sciences connect in the data structure, the greater the
contextual similarity. A chair can be related to a table. BoS quantifies this relationship
in terms of the number of nodes that need to be traversed to reach one from the other.
This completely disregards the need to analyze the data around howmany individuals
think that the table and chair are related or need to be. In a utopian universe, the BoS
connects every science there is, despite the query. A context is built through the
definition of different concepts and sciences to build one enormous web, a relevance
measure of a universal dictionary. This section walks through the BoSmodel, design,
and deliberations.

3.1 Design Goals

The design goals of the model are as follows: Firstly, to realize a structure to hold the
scraped and parsed web data, secondly, to spawn and clamp semantically connected
nodes in the graph structure, and thirdly, generate meaningful inferences from the
user query to enrich recommendations.

3.2 BoS Architectural Components

The BoS model includes a query processing, web scraping, graph formation, and
traversal modules (Fig. 1).
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Fig. 1 Bag of science architecture

Web Scraping. This module implements a web scraper that retrieves scientific defi-
nitions and related terminologies to user queries from selected web spaces. Of all the
sciences available, the module semantically chooses five definitions that are relevant
to the queried word (based on ranking on the Google search). It then processes these
selections using natural language processing and returns the list of nmost occurring
keywords across all sciences to the bag.

A tree data structure is built with the user query as the root node and the chosen
words after scraping become the children nodes of the root. Iteratively, each of these
keywords is then scraped for, returning a list of words of their own, which constitute
the secondary children nodes and so on. Thus, a tree of m levels of relevant sciences
is built after scraping. The computational constraints limit us to stop the build at six
levels. Hence, at the end of the scraping, we have a complete five-ary six-level tree.

Number of keywords = n0 + n1 + n2 · · · + nm−1 (1)

Equation (1) can be rewritten as:

Number of keywords =
m−1∑

i=0

ni (2)

Since no scraping is made on leaf nodes, the total number of queries can be seen
below in Eq. (3), where m > 1.

Total queries =
m−2∑

i=0

ni . . . (3)

The web scraping module, as explained above, is pictorially presented in Fig. 2.

Graph Module. This module converts the scraping module’s tree structure into a
graphdata structure by semantically comparing thewords anddrawing edges between
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Fig. 2 Web scraping module

the same/similar words. Once cycles are formed by the new edges generated on
the tree, the sub-tree connected to the node at the lower level is terminated. This
eliminates redundancy in the structure. We then build a graph data structure that
connects all relevant sciences for the queried keyword.

As seen in Fig. 3, the tree rooted at “r” has three pairs of identical words, namely
(a, b), (p, q), and (x, y). Note that, these nodes need not be leaf nodes of the tree. If
identical words are present on the internal nodes, the sub-tree connected to the node
on the lower level is pruned. If the nodes are on the same level, either of the sub-trees
are pruned away.

Once the sub-trees are pruned, the node at the lower level among the similar nodes
is discarded, and an edge is added between the nodes at the higher level of the tree
and the parent of the node present at the lower level. Here, the edges are formed
between (a, c) and (p, s), where c is parent of b and s is parent of q and finally,
between (x, z) where z is parent node of y. This abridged graph is shown in Fig. 4.

Fig. 3 Generated keyword graph
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Fig. 4 Pruned graph of keywords

Fig. 5 Bag of science—graph module

The module further works to generate the results via tree traversals. We use
depth-first search [26] and Floyd–Warshall algorithms [27]. A depth-first search
is performed on the graph data structure, starting with the root node. Depth-first
search gives nodes’ reachability in a single traversal of the graph by ranking the
nodes contextually from the most relevant to the least relevant of the sciences. It
allows us to recognize the relationship between the keywords present in the graph
data structure. The Floyd–Warshall algorithm generates the shortest path between
all pairs of keywords present in the graph data structure. This is used to measure the
relation between keywords by counting the number of hops required to reach one
keyword from another. It quantifies the closeness of any two words in the bag. The
module can be summed up, as seen in Fig. 5.

3.3 Algorithms

This section presents the algorithm of the various modules discussed in Sect. 3.2.
The summary of all algorithms is presented in Table 1 below.

Algorithm: ScrapeKeyDefinitions (key)
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Table 1 Algorithms overview

Algorithm Description

ScrapeKeyDefinitions Returns five relevant keywords for a given key by scraping definitions
from the web

AddEdge Adds a bi-directional edge between two nodes in a graph

AddTreeNode Forms a tree of science by recursively obtaining relevant keywords

TransformTograph Converts the tree to a graph of science by adding edges between
similar/same nodes

TraverseGraph Performs depth-first search traversal and applies Floyd–Warshall’s
algorithm on the graph

BagOfScience Builds a graph of science on the basis of a user query and performs
traversals to provide meaningful results

Algorithm: AddEdge (graph, key1, key2)
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Algorithm: AddTreeNode(graph, keywords)

Algorithm: TransformToGraph (graph, keywords)

Algorithm: TraverseGraph(graph)
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Algorithm: BagOfScience()

3.4 BoS Abstract Data Type

This section presents the Abstract Data Type (ADT) for the designed data structure.
This can help to customize and apply to different domain models and applications.
The ADT abstracts the operations to customize the functionality to the required
domain and maneuvers.

abstract typedef <<eltype>> BOS(eltype);
abstract eltype isCyclePresent(bos)
BOS (eltype) bos;
postcondition isCyclePresent == (numberOfCycles >= 1)
abstract eltype numberOfNodes(bos)
BOS (eltype) bos;
postcondition numberOfNodes == len(keywords)
abstract createTree(bos)
BOS (eltype) bos;
postcondition createTree == (numberOfNodes(bos) > 0)
abstract createGraph(bos)
BOS (eltype) bos;
precondition isCyclePresent(bos) == FALSE
postcondition createGraph == (isCyclePresent(bos) == TRUE)
abstract eltype traversal(bos)
BOS (eltype) bos;
precondition isCyclePresent(bos) == TRUE
postcondition traversal == DFSTraversal
abstract eltype allPairShortestPaths(bos)
BOS (eltype) bos;
precondition isCyclePresent(bos) == TRUE
postcondition allPairShortestPaths == distanceMatrix
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4 Results and Discussion

The BoS was applied to e-commerce data, and this section discusses the results and
analysis. The model was tested by giving keywords as inputs, and one such result
graph for the keyword—Television is presented in Fig. 6. The tree is presented only
till level 2 for the sake of simplicity and presentation. The graph was generated after
taking an input keyword and then recursively obtaining the relevant keywords by
processing the definitions scraped from the web, as explained in Sect. 3.

Themodel was run with several keywords, and the data was collected for analysis.
The code implemented in python was added with the condition to crawl and parse
only those pages that were permitted through bot.txt. Figure 7 presents the average
of common keyword elimination count when run over a hundred different keywords.
The figure can be read as, for example, in fourth hop, there was an average of at least
25 common keywords (Level 0 is hop 1).

For further analysis, a graph was plotted (Fig. 8) between hops and the number
of keywords reachable from the root. It was evident from the graph that though the
similar keywords at each level were eliminated, the number of reachable keywords
does not vary much until four hops and only drops significantly at the fifth hop (Level
0 in the tree is treated as hop 1 and so on). This is because new paths were formed

Fig. 6 Graph structure for keyword—television

Fig. 7 Hops versus keyword
results
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Fig. 8 Hops versus number
of reachable keywords
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Table 2 BoS
recommendations

Keyword Recommended keywords

Television living, expression, action, etc

Mobile phone cell, complex, connected, etc

Shirt part, section, divided, etc

between keywords during the elimination of the common keywords leading to more
reachable keywords at each hop. This was an effect of applying the traversal and
shortest path algorithm.

These results were further used as an aid for recommendation engines on which
words to be considered as related words based on keywords reachability and hop
count. This process gave new keywords that otherwise are not related to a traditional
recommendation engine. The table below (Table 2) presents the words recommended
by BoS for sample keywords. These were the keywords obtained after three hops
on the constructed tree having connected with the degree of the node with at least
three. The graph keywords are helpful in finding the related and new perception of
the given keyword, adding to science.

The table (Table 3) gives important metrics or data structures and their func-
tionality. The table presents the related metrics of BoS, their description, and the
functionality implication toward building a recommendation engine.

Alternately, a static approach for storing sciences was also attempted for the
sake of experimentation. In this approach, definitions of around 60,000 words were
collected from the wordnet module in NLTK [28]. A graph consisting of all these
words was generated by adding a directed edge between two nodes if the definition
of one word contains the other. Later, depth-first search and Dijkstra’s algorithms
were used to find paths between two queried keywords. This approach was discarded
because of insufficient data relating to the e-commerce domain.
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Table 3 BoS metrics and description

Metric Description Functionality

Distance matrix 2D matrix containing the smallest
number of hops required to reach one
node from another

Quantifies how closely the words are
associated with each other

Traversal Depth-first search traversal of the
graph starting from the root (user
query) node

Gives the reachability of nodes in a
single traversal of the graph, by
ranking the nodes contextually from
the most relevant to the least relevant
of the sciences

Average hops The average number of hops required
to reach one node from another

Gives the average degree of
association between nodes

Reachable nodes The nodes that are reachable from the
root within a given number of hops

Allows to choose only those words
which are closely related to the root

5 Conclusion and Future Scope

While efforts have been made to build intelligent crawlers and parsers [29], so is the
requisite for recommendation engines. The bag of science model scrapes the web for
relevant sciences for the queried keyword, realizes the keywords in the definitions,
identifies them as intermediate sciences, and repeats this process until a general layer
criterion is met. BoS encapsulates all the sciences generated in a graph data structure
by forming edges between these sciences using implicational logic and generates
results by performing traversals. From the given intermediate keywords obtained on
the traversals, the bag can vouch for the fact that the presence of these words has a
definitive purpose to it and that these sciences are related. The implications can give
rise to better recommendations. The bag mimics the age-old wisdom of a shopkeeper
who can talk any customer into buying anything just based on what he is buying right
now.

The reason for how or why these certain sets of words appear together in the
bag needs a computational explanation. The traversal results of the BoS need to
be further systematically analyzed to improve inference quality. The scraping and
traversal algorithms also need to be more efficient to be made feasible. The number
of constraints can be increased by the keyword formation module. These recommen-
dations based on sciences are definitely more reliable than recommendations based
on data, as the data does not predict the indecisive human behavior accurately.
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A Novel Design Approach Exploiting
Data Parallelism in Serverless
Infrastructure
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Abstract Serverless computing has emerged as a new application design and execu-
tion model. The serverless application is decomposed into granular logical func-
tional units that run on small, low cost, and short-lived compute containers. These
containers are dynamically managed by FaaS service providers. Users are charged
only for the compute and storage resources needed for the execution of their piece of
code. Cloud functions have restrictions on memory usage and execution time-out as
imposed by their service providers. Due to this limitation, compute intensive tasks
time-out before their completion and hence unable to harness the power of server-
less computing. In this paper, we propose a design approach for serverless appli-
cations. It exploits data parallelism in embarrassingly parallel computations. Using
our approach, compute bound tasks that are implemented in conventional design and
fail in serverless environment can get executed successfully without worrying about
the limitations imposed by serverless platforms. For this, several extensive exper-
imentations using Amazon’s AWS Lambda service have been performed. Further,
a serverless application designed using our approach exploits the auto-scalability
feature of serverless computing to achieve faster execution benefit.
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1 Introduction

Today, serverless computing has become an evolving area in the world of cloud
computing. It aims to abstract away low-level server management choices from
application architect. Here, allocation of infrastructure resources is managed by the
serverless provider and developers are relieved from the burden of managing or
scaling servers. As an outcome, big cloud vendors are bringing their own versions of
serverless computer platforms such as AWS Lambda [1], Google Cloud Functions
[2], Microsoft Azure [3], and IBM Cloud Function [4] (based on Apache Open-
whisk). Fewer developer logistics, dynamic auto-scaling, sub-second billing, built-
in availability, and fault tolerance have enticed many developers to embrace FaaS
platforms for their applications like microservices, IoT, Chatbots, Scheduled tasks,
and machine learning [5].

Functions, executing on these FaaS platforms, have hard limits on memory, disk
space, CPU, I/O resources, and execution time. Any serverless function consuming
more resources than its specified limits is abruptly terminated by the service provider
[6]. This is amajor limiting groundwhen performing some heavy computational task.
The class of applications that have generally long running processes like big data
analytics, video/graphics processing, transforming bulk data, very long synchronous
requests, and statistical computations is typically challenging to run on serverless
environments. In essence, these hard limits imposed by providers prove to be a major
stumbling block and prevents FaaS from being adopted in several use cases [7].

Many of these applications make use of embarrassingly parallel algorithms also
known as naturally parallel algorithms. These are simple and efficient class of algo-
rithms where the initial problem is split into a large number of independent sub-
problems and each sub-problem is solved on different instance of cores of machines
in parallel [8]. In our work, we have utilized this essential quality of splitting a large
problem into sub-problems and map it to the strengths of serverless environments so
as to make these environments more generally applicable and acceptable in parallel
distributed computing scenarios [9].

Here,we propose an application design approach inwhich a large computation can
be broken into small serverless functions that can be executed in parallel in server-
less environment. This approach performs better than a traditional design approach
where a single serverless function fails to handle a very large-scale computation. Our
approach shall be a tipping point where a single machine/container is not big enough
to perform a big computation and a serverless function fails for this reason. Using our
novel proposed design approach, it shall be feasible to execute applications having
embarrassing parallel task and large data-at-scale by leveraging the scalability benefit
of FaaS.

To this end, our research presents the following main contributions:

1. Proposed a serverless application design approach that can be used in develop-
ment of a large-scale computebound and memory intensive applications where
data parallelism is possible.
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2. Based on the proposed design approach, we developed a running proto-
type for distributed matrix multiplication use case. Implementation was done
using Amazon’s popular AWS Lambda and AWSBackend-as-a-Service (BaaS)
services.

3. We also validated our results by load testing and performance comparison done
using Apache JMeter and Apache Bench (ab) tools.

The remainder of this paper is structured as follows. In Sect. 2, we present related
works and compared our workwith the existing research literature articles. In Sect. 3,
we present important concepts related to problem and solution domain to explain our
methodology, while Sect. 4 provides a detailed description of the proposed design
approach and its application on a case study. Section 5 discusses the experimentation
and results. Final section discusses concluding remarks and limitations.

2 Related Work

Harnessing the power of serverless infrastructure for parallel processing applications
is still in its infancy. Thus, there is a need to concretely identify issues and challenges
in this direction. Few researchers have already started to explore serverless infras-
tructures for data intensive and long running applications. Sotlani et al. [10] proposed
a distributed migration approach wherein long-duration serverless functions when
reaches execution timeout limit, function is transferred to some other FaaS platform
where it is further executed. So, they exploited multi-cloud paradigm features for
long running applications. Developing and running an application on multi-cloud
paradigm could be complex and difficult to manage. Shankarv et al. [11] designed a
system called numpywren for linear algebraic algorithms to exploit benefits of server-
less architecture. Authors also introduced LAmbdaPACK that is a domain-specific
language, specially designed for this task. Work performed by Werner et al. [12] has
used Strassen’s algorithm to perform distributed matrix multiplication. Their work
is close to our work, but their technique depends on AWS S3 and AWS Step function
for coordination of parallel jobs. Kehrer et al. [13] designed serverless skeletons
for parallel programming in cloud infrastructure. They investigated their approach
on widely used farm skeletons. They presented a prototype runtime framework and
proved their idea on numerical integration and hyper-parameter applications.

Few researchers have also experimented parallel computations on grid archi-
tectures. Stockinger et al. [14] proposed a system to exploit an embarrassingly
parallel concepts for applied bioinformatics algorithms profile-hiddenMarkovmodel
(HMM) which is a CPU-intensive task on grid infrastructure. Their approach outper-
formed mid-size clusters for large-scale problems despite added latencies due to grid
infrastructures. Neiswanger et al. [15] implemented embarrassingly parallel algo-
rithm on Markov Chain Monte Carlo (MCMC) problem. Both [14, 15] lack their
implementation on serverless frameworks.
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Though few approaches are present that suggest how serverless frameworks can
be used for large scale applications, none of them have exploited data parallelism
for running their applications on serverless infrastructures. We could not find any
research article that shows the tremendous power of dynamic scaling of serverless
functions for this class of applications.

With our researchwork,wehave tried to exhibit that large-scale parallel processing
applications can leverage the benefits of serverless frameworks. Experimentally, we
have shown that our proposed design strategy can be used for long running parallel
computations without surpassing the maximum execution limits posed by serverless
frameworks.

3 Background

Serverless architecture is an emergent paradigm wherein users create stateless func-
tions and deploy them to FaaS platform [16]. These platforms abstract all operational
complexities and relieve its users from the burden of infrastructure configuration and
management. FaaS providers facilitate dynamic auto-scaling of these stateless short-
lived cloud functions; thus, making its hype truly explicable. Serverless functions get
executed in response to defined triggering events. Each trigger invokes a serverless
function to execute it on-demand. Concurrent triggers may invoke multiple func-
tions in parallel. Every function invocation is atomic and idempotent in nature and
does not have any relations with other invocations running concurrently. In case, if
demand declines for a function, the FaaS platform dynamically scales down the func-
tion to zero and terminates all its instances to avoid extra billing. This dynamic and
elastic auto-scaling characteristic is the most enticing attribute for users to embrace
serverless infrastructure for a wide variety of applications instead of server centric
infrastructure [17].

3.1 Embarrassingly Parallel Computations

In this section, we have reviewed a special class of applications having embarrass-
ingly parallel computations use cases. These computations are characterized by (i)
negligible effort is required to divide a big computation into a number of small
parallel tasks, (ii) no dependency among parallel tasks, and (iii) little or no commu-
nication of results among tasks. Figure 1 shows decomposition and composition of
embarrassingly parallel computations [18]. Some of the use cases of embarrassingly
parallel computations are matrix multiplication, Monte Carlo simulations, 3D video
rendering, password cracking, and external sorting.

The inherent characteristics of these computations indicate that all decomposed
sub-problems can be executed concurrently to get the final result. Consequently,
these use cases can be aligned perfectly with the scalability feature of serverless
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Fig. 1 Decomposition and composition of embarrassingly parallel computations

computing. In serverless cloud computing model, multiple stateless tasks can be
scheduled as independent cloud functions and invoked concurrently. Thus, embar-
rassingly parallel computations of an application can be efficiently designed to run
on serverless frameworks which would otherwise need special server farms/ fleets
for their execution.

4 Proposed Design Approach and Its Application
on Matrix Multiplication

Here, we shall discuss our design approach and suggest how large-scale embarrass-
ingly parallel computations can take benefits of serverless infrastructure.

Our systematic approach has following well defined steps: (i) Identification of
embarrassingly parallel computation. (ii) Define repetitive pattern in each embarrass-
ingly parallel computation. (iii) Design a serverless function for each such pattern. It
should be noted that repetitive patterns using different data sets are the right candi-
dates for serverless functions in an application design as they can be executed inde-
pendently in parallel. (iv) Create API Gateway for each serverless function. (v)
Design a controller module for each embarrassingly parallel computation that is
responsible for parallel invocation of serverless functions with appropriate input
and collate their output to achieve the final result. These steps will be applied for
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Fig. 2 Flow graph of proposed design approach

all embarrassingly parallel computations existing in an application. A flow graph
describing the proposed design approach is illustrated in Fig. 2.

Auto-scalability feature of serverless framework can easily handle the execution
of any number of function invocation in parallel. This design will be more efficient
in terms of execution time and memory usage in comparison to conventional design
approach.

To demonstrate the results of our proposed design approach, we use the matrix
multiplication case study as an example and prove our results by experimental eval-
uation. Matrix multiplication is a classical benchmark for demonstrating the effec-
tiveness of our new design approach. Let us assume two square matrices, Matrix A
and Matrix B of dimension N. Product of these matrices A and B gives the resultant
Matrix C, i.e., C = A × B.

Using conventional approach, computing each element Cij of Matrix C requires
computing the dot product of ith rowvector inMatrixA ismultiplied by the jth column
vector inMatrixB. This dot product computation requiresNmultiplication operations
and (N − 1) addition operations. Since there are N2 elements in Matrix C, the dot
product operation must be computed N2 times. The total number of mathematical
operations will be [N2 * (N + (N − 1))] = (2N3 − N2), i.e., the overall time
complexity would beO (N3). Overall matrixmultiplication computation is amemory
and compute intensive problem [19].

Our serverless application design approach for matrix multiplication exploits data
parallelism which involves distribution of data across multiple computing nodes
on serverless frameworks such that each computation can be handled in parallel.
This can be achieved by partitioning Matrices A and B into blocks of rows and
columns, respectively. As a result, every element of Matrix C is a scalar product of
two vectors. This repetitive pattern enables us to calculate every element of Matrix
C independently by executing serverless function designed for this task in parallel.
Computation done by the function involves multiplying one row of Matrix A with a
column of Matrix B. As the dimension of matrices increase, single function can be
executed in parallel making complexity of O (N) for any matrix dimension. Figure 3
shows how the repetitive pattern along with data parallelism can be exploited in a 3
× 3 matrix multiplication by running nine independent computations as a serverless
function on a serverless framework.

This design completely matches with the auto-scalability feature of serverless
platforms where multiple tasks can be executed independently and asynchronously
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Fig. 3 Exploiting repetitive pattern with data parallelism in a 3 × 3 matrix multiplication

in parallel and have no dependency and communication amongst each other. These
types of computations can take true advantage of dynamic scalability of serverless
computing. Our design model is generic andmay be applied to compute andmemory
intensive parallel algorithms that otherwise cannot get executed in a serverless envi-
ronment if implemented using conventional design approach. This design approach
widens the scope of applications that could be handled by serverless computing.

5 Experimentation and Evaluation

AmazonWeb Services is the most mature and stable serverless platform. Worldwide
hundreds of companies are opting AWS for their compute and other requirements as
it provides a plethora of FaaS and BaaS services. So, in order to prove our results, we
performed benchmarking using AWS Lambda [20] and AWS API Gateway service
[21] provided by Amazon. We compared the results of the proposed design approach
with that of conventional design approach on Matrix Multiplication case study [22].

5.1 Test Bed

To support our design model, we developed Lambda functions in Python 3.8 runtime
for both the design, i.e., (i) Conventional design approach (λC) and (ii) Proposed
design approach (λP). AWS Lambda functions’ settings were set at default values,
i.e., Timeout = 3 s and Memory = 128 MB [23]. Maximum function invocation
payload (JSON input limit) that includes both request and response for AWSLambda
functions is 6 MB. It indicates that functions that process huge data-at-scale (i.e.,
input more than 6 MB) cannot be executed if designed according to conventional
design approach. We argue that matrix multiplication problem also suffers from this
limitation andwe cannot executeλC for progressively increasingmatrix sizeN asλC



254 U. Bharti et al.

takes values for complete Matrix A and Matrix B as its input. Input to both functions
(λC and λP) was supplied as JSON string. A sample of input string for 3× 3 matrix
multiplication has been shown in Table 1 along with algorithms for conventional
(λC) and proposed (λP) design.

Here, Num key is used to indicate dimension of the matrix, i.e., Num = 3 means
3 × 3 matrix multiplication and total 3 × 3 = 9 elements will be there in Matrices
A and B each. For λC, input payload consists of all the elements of both matrices,
i.e., eighteen elements. Functions designed using conventional approach will be
invoked only once with complete input data. Hence, Number of Requests for λC
will always be one. For λP, payload consists of elements of only one row and one
column of Matrix A and Matrix B, respectively, i.e., six elements. Here, Number of
Requests will vary with matrix dimension. For 3× 3 matrix multiplication, Number
of Requests will be nine. As the dimension ofmatrix grows progressively, complexity
of matrix multiplication computation increases. Table 2 shows Number of Requests
and Number of Input Parameters for a progressively increasing matrix dimension N
in λC and λP. In λC, for matrix dimension 90× 90, 16,200 input parameters will be
sent in JSON format as a payload. In λP, for same matrix dimension, only 180 input
parameters will be sent in JSON format as a payload, but 8100 parallel invocations
will require.

AWSLambda stores Lambda function’s code in a private Amazon Simple Storage
Service (S3) bucket which is not accessible to users for security reasons. For our
experiments, special policies like AWS Xray Full Access, Cloud Watch Logs Full
Access and Amazon API Gateway Push To Cloud Watch Logs were attached to these
Lambda functions via AWS Identity and Access Management (IAM) console so as
to monitor and view execution traces using AWS Cloud Watch and AWS X-Ray
services. In order to make these functions accessible from the front-end applica-
tion via HTTP Post requests, we designed APIs for both Lambda functions (λC and
λP) using AWS API Gateway service. API Gateway enables us to create, publish,
maintain, and monitor RESTful APIs that are HTTP-based and allows stateless real-
time client–server communication. It basically acts as a front door for serverless
applications. Users via some front-end tool invoke these Lambda functions asyn-
chronously using APIs. Figure 4 shows comprehensive experimental bed involving
AWS Lambda, AWS S3, AWS API Gateway, AWS X-Ray and AWS Cloud Watch
services.

5.2 Experimental Evaluation

To perform our experiment, we used Apache JMeter [24] and Apache Bench [25]
that are open source load testing and workload generator tools used for measuring
the performance of Web applications. Requests were generated for both λC and λP
and their concurrency limits were followed as per Table 1. For benchmarking, we
sent our HTTP requests from Ubuntu 18.04 LTS machine having AMD A6-5350 M
APU 64-bit processor and 8 GB RAM.
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Table 2 Number of Requests and Number of Input Parameters for progressively increasing matrix
dimension N

Matrix dimension Conventional design (λC) Proposed design (λP)

Number of
requests

Number of input
parameters in
JSON string
(Matrix A +
Matrix B)

Number of
requests

Number of input
parameters as
JSON string
(Matrix A +
Matrix B)

4 1 16 + 16 16 4 + 4

10 1 100 + 100 100 10 + 10

20 1 400 + 400 400 20 + 20

30 1 900 + 900 900 30 + 30

40 1 1600 + 1600 1600 40 + 40

50 1 2500 + 2500 2500 50 + 50

60 1 3600 + 3600 3600 60 + 60

70 1 4900 + 4900 4900 70 + 70

80 1 6400 + 6400 6400 80 + 80

90 1 8100 + 8100 8100 90 + 90

Fig. 4 Test bed for running λC and λP in AWS serverless platform

5.3 Test Results

Our experiments indicate that using a conventional design approach, Lambda func-
tion (λC) fails and time-out beyond matrix dimension N = 80. It suggests that with
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Table 3 Mean and maximum
running time for both λC and
λP using Apache JMeter

Matrix
dimension

Conventional
design (λC)

New design (λP)

Mean running
time (ms)

Mean running
time (ms)

Max running
time (ms)

4 303 310 352

10 329.5 324 492

20 967 330 927

30 1456.5 324 1100

40 3074.5 315 1092

50 3030 310 1175

60 4028.5 349 1284

70 6799.5 344 1392

80 7103.5 353 1524

90 Task timed out
after 3 s

339 1518

100 Task timed out
after 3 s

343 1385

progressively higher dimensions, the amount of computation increases which could
not be finished in default execution timeout limits of an atomic Lambda function. At
the same time, λP (Lambda function designed on the proposed approach) executed
successfully beyond N = 80 and even for further higher dimensions. Additionally, in
the new design approach, mean and maximum running time of each function call is
significantly lower as compared to conventional design approach since a big compu-
tation is divided into multiple parallel invoked smaller invocations. Table 3 shows
the time measurements collected using Apache JMeter for conventional design and
proposed design approach.

To collect measurements using Apache Bench tool, we invoked API endpoints
for both λC and λP as per Table 2. This tool exhibits two interesting parameters (i)
Time taken for tests—It is the time taken when the first socket connection is created
to the time when the last response is received (ii) Total transferred—It is the total
number of bytes received from the server. This parameter basically indicates the
number of bytes transferred over the network channel. Figure 5 shows our results on
ab tool which clearly indicate that performance of λP is better than λC. Furthermore,
matrices of higher dimensions, i.e., above 80× 80 fail in this experiment also which
is consistent with our Apache JMeter results. Figure 6 shows total bytes transferred in
both the design approaches and presented graph depicts that value of this parameter
is evidently less in λP as compared to λC.

We argue that for higher dimensions in matrix multiplication, users either require
access to high performance infrastructure like computational grids or clusters or may
use our proposed design approach on a serverless framework. Use of clusters/grids
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Fig. 5 Time taken for λC and λP

Fig. 6 Total byte transferred to server for both λC and λP

may impose additional configuration andmanagement challenges. Hence, our server-
less design approach renders new opportunities for serverless frameworks that can be
adapted to achieve elastic scalability with a great ease of management. Our approach
tackles the execution time-out limit of the serverless platforms for executing the
compute and memory intensive tasks that are inherently parallel in nature. So, our
results convincingly show that serverless computing can be utilized for parallel large-
scale applications also without explicitly applying parallel programming coding
paradigms. This enables users to run their customized code for those set of problems
that are beyond the capabilities of a single serverless function.Our proposed approach
hence widens the envelope of serverless technology and equipped them with novel
opportunities and abilities to handle an even broader range of applications.
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6 Conclusion

Applicability of parallel workloads to FaaS is indeed a recurrent and widely debated
issue in the serverless community. For many workloads where function execution
time limit is within providers limit, serverless can serve as a most relevant candidate.
But, for number crunching algorithms, these timeout limits can prove to be chal-
lenging. To alleviate these issues, we have proposed a novel serverless application
design approach for scenarios that are embarrassingly parallel in nature. Our idea
is to divide a big computation into multiple independent tasks that can be invoked
concurrently and get executed on serverless infrastructure. Our experiments have
proved that serverless platforms can be used cost effectively for large-scale parallel
processing applications while also preserving resilience and high performance. We
were able to get the results where conventional style of Lambda function failed but at
the same time Lambda function based on proposed approach performed fairly well
without users worrying about parallelism and resource management issues.With this
research, emerging serverless frameworks can be used for a larger class of parallel
processing applications. Limitation of our approach is not applicable to those applica-
tions that cannot be subdivided amongmany concurrent running serverless functions.
In the future, we shall conduct more statistical tests for benchmark comparison to
validate or improve our design approach.
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A LoRa-Based Data Acquisition System
for Wildfire Early Detection

Stefan Rizanov, Anna Stoynova , and Dimitar Todorov

Abstract A new original LoRa-based data acquisition system for wildfire detec-
tion is developed and presented. The emphasis in the paper is pointed towards
hardware design concepts, physical system architecture, and implementation as
well as embedded firmware structural details and algorithms. The main purpose
of the proposed design is to propose techniques whose goals are to improve upon
existing WSN fire hazard detection system designs by reducing the end-device
power consumption. These techniques and the data analytical steps are described
in detail, and evaluation on the basis of testing of their overall system performance
improvement has been shown.

Keywords Data acquisition · Environmental monitoring · Forestry · Simultaneous
localization and mapping ·Wireless sensor networks

1 Introduction

Wildfire occurrences and, related to them, inflicted damages and effects have been
gradually increasing on a yearly basis. Figure 1 shows a statistical excerpt of the
number of wildfire hazard events in the year 2019 and the predicted number of
wildfires by the end of 2020 [1, 2]. A European Commission JRC report outlines and
lists some non-material and material damages, caused by fires in 2018, for example,
the loss of 100 human lives only in Greece, over 50,000 ha burned land representing
36% of the Natura 2000 network, etc. [3] These statistics show the severity of the
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Fig. 1 Statistical excerpt of the number of wildfires in 2019 and 2020

issue and the tendencies for its annual growth in significance. Different analyses
performed on sets of people, of different age groups, living in close proximity to
areas with increasedwildfire activity showed a correlation between these hazards and
the increased risk of development of cardiovascular and respiratory health issues.

Throughout the years, multiple technologies and approaches have been proposed,
developed, and implemented and aimed towards providing a solution to the problem
of wildfire hazard early detection. The early detection and the possibility of moni-
toring prerequisites and early signs of potential wildfire activity in certain areas allow
limiting drastically the damages inflicted by them.

In order for such systems to be effective in tackling such an issue, their design
process has to be centered towards increasing their reliability, improving their respon-
siveness, optimizing their resource usage, taking advantage of modern technologies
for improving their system-level applicability, and expanding their area coverage.
In times when off the shelf hardware and software modules are readily available,
constructing a simple system is easy and cheap, but in order to build a fully compre-
hensive and optimized design, taking into account all of the previously mentioned
objectives, this can only be performed by creating a complete system design from
scratch, utilizing the latest technological means and methods. With currently avail-
able battery technologies, there are hard limitations as to what energy density and
capacity are physically achievable in a single cell structure—this is why imple-
menting techniques for the reduction of energy consumption of each battery-powered
device is crucial in today’s technology-dominated world.

Within this work, we present a comprehensive data acquisition system design,
aimed towards the early detection of wildfires. Hardware and software details are
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discussed. Novel techniques, such as the adaptive sample rate algorithm, for the
reduction of power consumption of each end device, are presented, and their effec-
tiveness is evaluated and shownvia excerpts fromperformed tests.A detailed analysis
of existing technologies and related works is performed in the next section.

2 Related Works

Wewill now present some of the different system designs and try to highlight some of
their advantages and deficiencies. Broadly, the types of systems for wildfire detection
can be split into two distinct classes: camera-based systems andwireless sensor nodes
(WSNs).

Camera-based wildfire detection systems are constructed around the utilization
of infrared (IR) thermal imaging sensors and implementing digital image processing
and spectral analysismethods for the detection of fire hazards. These types of systems
typically performenergymeasurements in the 1–15µmspectral band,where radiance
peaking can be observed due to the wildfire burning temperatures of 120–400 °C
[4, 5]. Such system designs can be observed in the works of Alkhatib [6], Jones
et al. [7], and also the FireHawk, ForestWatch, EYEfi platforms [8]. Some of the
advantages of these types of platforms are as follows: Smoke emissions are more
transparent and less dense when performing energy measurements within this IR
spectral band; nighttime detection is possible [9]; large open areas can be analyzed
using this methodology (typically around 10–40 km in radius). But camera-based
hazard detection systems possess several deficiencies such as dynamic range issues;
due to atmospheric absorption and reflected sunlight effects, the 3–5 µm and 5–
8 µm spectral bands are difficult to use and performing analysis within them may
cause false-positive detections [10]; their utilization of complex imaging sensors
and powerful image processing modules increases their design complexity, cost of
production and implementation, support costs, power consumption and decreases
their reliability, possibility for mass quantity allocation, and necessitates the need
for their human operator-based operational observance. Large-power consumption
is one of the biggest problems looming over these types of systems—as a result, each
imaging station has to be fitted typically with a battery pack with a large capacity and
a powerful energy harvesting module, which in turn presents a regular replacement
expenditure for their operational lifetime support.

The other massively adopted technological methodology is to construct wireless
sensor-based network systems (WSNs). The structure behind theWSN technology is
based on the creation of a system containing multiple end-devices organized in either
a mesh [11] or clustered topology. Whichever topological scheme is used depends
mainly on the used wireless communication technology. Typically, a graphical repre-
sentation of such types of system organizations is done through the usage of signal
graphs, with each end-device being denoted as a graph node. Each end device is fitted
with an embedded sensory block, enabling it to measure environmental parameters
such as temperature, humidity, carbonmonoxide, and carbon dioxide concentrations.
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After gathering the sensed parameter information, the end device in turn more often
calculates deterministic fire hazard event probability result based on themeasurement
data which then transmits wirelessly upstream via the established communication
channel link. Over the past several years, these types of the system gained significant
ground in beingmoremassively adopted andbeingof interest to both types of research
and private companies—mainly because of their relative hardware design simplicity,
improvements made in the sphere of wireless communications, and the accessibility
to more precise and low-power sensory elements. The dominant wireless technolo-
gies, used for these types of systems, were for a long time GSM/GPRS and ZigBee,
with examples of such systems being the works of Önal et al. [12] and Varunkumar
et al. [13], who proposed constructing a ZigBee + RaspBerry Pi mesh of Internet-
connected sensors and the work of Toledo-Castro et al. [14], who proposed a fuzzy
logic and GSM-based WSN system. These two technologies possess intrinsic limi-
tations, mainly the ZigBee technology imposes a maximum connectivity distance
between two end devices of 100–200 m, essentially necessitating that large areas
of land can be analyzed only by systems comprised of numerous nodes; utilizing
a GSM/GPRS wireless connectivity, though not possessing the upwards-mentioned
distance limitation, increases the overall device power consumption, increases packet
transmission times due to the latency when using third-party cellular networks,
expands upon the production and support costs, and limits the applicability of such
systems to only areas having cellular coverage. A large disadvantage in today’s more
massively proposed utilization of 3G and 4G GSM transceiver modules in WSN
systems [15] is that they provide an unnecessarily large communication channel
bandwidth, with sensory devices typically broadcasting data packets of size often no
more than 20–30 bytes. One of the bigger technological leaps forward within these
types of system designs came with the proposition of utilizing the LoRa technology
for wireless communication. LoRa gradually became the preferred connectivity tech-
nology forWSNfire-hazard detection platforms, with it being a central point inmany
recent research works such as that of Rizanov et al. [16], Sendra et al. [17], Anitha
et al. [18], Gaitan et al. [19], and others, with emphasis within them being pointed
more strongly towards the broader system architecture, the usage of off the shelf
modules for constructing the hardware platform and analyzing and evaluating the
RF capabilities and performance of the LoRa communication link and data exchange
over it. Brito et al. [20] describe through their experimental results, and the corre-
lation between environmental parameter changes when a wildfire event occurs in
close proximity to the WSN end device. The usage of off the shelf modules limits
the possibilities for more complex hardware techniques to be implemented aimed
towards the reduction of the overall power consumption of the sensory device.A topic
overlooked in most WSN wildfire systems related research is power consumption
optimization. Within this work, we will try and expand on this very import subject
by presenting a developed LoRa WSN system, utilizing several novel methods for
energy consumption optimization, and simple data analysis algorithms which elimi-
nate the necessity for each end-device to evaluate and provide a deterministic result
as to whether a fire hazard event has occurred. This way each node device has the
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sole function of just collecting and cleaning up the sensory measurement data in an
energy-efficient manner.

3 Sensor Node Hardware Structure

The constructed system consists of LoRa sensory nodes, localized LoRa gateway,
a central server, and a PC for user-based monitoring. The hardware structure of the
prototyped LoRa sensor node is shown in Fig. 2.

Figure 3 shows photographs of the developed WSN system, consisting of a
battery-powered sensory node device, a LoRa gateway utilizing both a LoRa and
GSM transceiver modules, and a system administrator PC, connected via USB to
the gateway for system testing purposes and bypassing the connection to a central

Fig. 2 Sensor node hardware structure diagram

Fig. 3 Developed WSN system
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server. The node design consists of a CPU—STM32L082xx; LoRa transceiver—
CMWX1ZZABZ; GPSmodule—NEO-M8N; THP sensor—BME680; CO sensor—
ZE-07CO; CO2 sensor—MG-812; formaldehyde sensor—MP901; I2C EEPROM;
battery fuel gauge; battery pack; battery charger IC; regulated power supply block;
USB connector; photovoltaic panel connector. The default configuration of the
CMWX1ZZABZ is 3 dBm output power, SF7. Higher transmission ranges can
be achieved by increasing the output power initially, before raising the spreading
factor [21]. Based on the work of Yokelson et al. [22], capturing quantitatively the
gas emissions during a forest fire, the designed LoRa based system implements
sensors for measuring the gasses with the highest concentrations: CO2 concen-
tration of 1655 g/kg; CO concentration of 83 g/kg; HCHO concentration of 2.37
g/kg. Forest fires emit a number of other gasses such as HCN, propane, HCOOH,
etc., but comparatively, their concentrations are much lower, thus complicating
their remote measurement and increasing the complexity and overall cost of the
system. The system is battery-powered, with battery charging done via USB or
the connected PV panel. Utilizing a low-power CPU, LoRa transceiver, and GPS
modules, constructing the embedded firmware, and utilizing the methods discussed
later allow the sensory node to have a large operational lifetime. The CPU connects
to the I2C bus as the master device, and the I2C communication is configured in stan-
dard mode, 7-bit device addressing. Via the bus, it communicates with the connected
slave devices—THP sensor, I2C EEPROM, and battery fuel gauge. The CPU inter-
faces with the LoRa and GPS module via a UART link. The MCU connects to the
CO sensor via UART and also reads the analog output signals from the formalde-
hyde and CO2 sensor via two ADC channels. The developed LoRa gateway device
consists of a CPU—STM32L082xx, LoRa transceiver—CMWX1ZZABZ, and a
GSM transceiver—SARA R510S.

For the application of such a system construct, multiple LoRa sensory nodes are
placed throughout an area of interest in predefined locations and clustered. They
perform regular sensory measurements on a timely basis of a group of parameters.
Upon collecting the raw sensory data, each LoRa node performs basic data filtering,
analysis, averaging, and transmits the compacted data upstream via the LoRaWAN
communication channel to the nearest local LoRa gateway. The LoRa gateway is able
to acquire data from multiple sensory nodes in proximity to its part of the localized
cluster via the 4G communication channel link connects to the central system server
and as the cluster’s head device transmits a large amount of collected sensory data.
The system administrator can then analyze the measurement data, stored locally
on the server, and monitor in real-time signs of potential wildfire occurrence in a
certain area and/or early detect and localize the formation of a forest fire. Due to
the system structure and the implementation of low-power techniques, it is possible
to construct a complex multi-threaded sensory system, monitoring large areas of
land with the limited necessity of human operator local terrestrial oversight. The
reduction of operator oversight drastically reduces the implementation and support
costs needed for the system to be used effectively. For testing purposes, as shown
in Fig. 3 the gateway device is connected via a USB interface to the PC. In order to
verify if the system functions properly and evaluating its capabilities for detecting
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the presence of a nearby fire hazard, open fire tests in a controlled environment were
performed. These controlled tests were aimed also towards understanding whether
the developed adaptive sample rate algorithm is effectively reducing the average
power consumption of the sensory node device. The results from these tests will be
described in further detail within Sect. 5.

4 Software Structure

The sensory nodewill collect data for a group of parameters—temperature, humidity,
air pressure, CO, CO2, and formaldehyde concentrations. Based on the chosen
sensors,measurementswith a limited accuracy could be performedwithin the defined
operational conditions: 0–65 °C, RH0–100%; AP 300–1100 hPa; CO 0–500 ppm;
CO2 350–10000 ppm; Formaldehyde 1–50 ppm. The measurement accuracy is
as following—Temperature: ±1%; Humidity: ±3%; Air pressure: ±0.6 hPa; CO:
0.1 ppm; CO2: 0.5 ppm; Formaldehyde: 1 ppm.

The CPU performs regularly timed measurement samples of all parameters.
Several considerations have to be made when choosing the optimal and appropriate
sample rate:

(1) The sample rate must be chosen such that the average device power consump-
tion must not exceed a predefined value, due to the requirement for battery-
powered operation and long exploitation lifetime;

(2) The sample rate must be chosen such that enough data is collected in order to
perform precise analysis onto it;

(3) In consideration must be taken the fact that temperature and humidity changes
are typically slow processes throughout the day—averaging at speeds of
2.275 °C/h and 5.042% Rh/h in urban environments [23].

Taking into account, this a reasonable initial time delay between samples of 20min
would be appropriate. During its operation, the device enters three different states—
SLEEP, SENS, and TRANSMIT. In order to conserve energy when the device is
in SLEEP mode, the power supply lines of the LoRa transceiver, GPS transceiver,
and the environmental sensors are cut. In SENS mode, the power supply lines of the
LoRa and GPS modules are cut. In TRANSMIT mode, the power supply lines of
the sensors are cut. After each performed measurement sample, the device will go in
SLEEP mode, and the configured internal timer module generates an interrupt event
at each new time step; when this event occurs, the device goes into SENS mode, and
within the interrupt handler routine, the data collection subroutine is performed, after
it has been completed the device goes through RTI and back to SLEEP mode. Upon
collecting anumber of data points, the device performsbasic exploratory data analysis
(EDA) over the gathered information. EDAproposes that data should be first explored
without assumptions about probabilistic models, error distributions, etc. As a result,
EDA allows exploration of the gathered information to reveal patterns and features
that help in the understanding, analysis, and modeling of data [24]. Implementing
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a Tukey method [25, 26] allows identifying data outliers by finding and comparing
all possible pairs of means and finding those that are drastically different from each
other. After outliers have been identified, they are marked as invalid readings and
removed from the dataset. This simplified methodology of each device being solely a
raw information entry point, part of a larger data mining framework consisting of all
networked devices, and for it performing only data filtration and outlier removal and
not performing embedded level deterministic hazard classifications has been shown
to reduce the power consumption of the sensory device. The resulting data after the
filtering and outlier removing steps have been complete is passed through a simple
analytical subroutine. Figure 4 shows graphically the different steps of the performed
data analysis method onto the sensory measurement readings. Each stage of it will
be described in further detail.

Upon a timed wake-up event, the sensory node device performs measurements of
each of the parameters. The first graph in Fig. 4 shows an example of collected valid
raw measurement data of ten temperature samples.

After collecting N samples (in this case 10), the device then normalizes the read
values with respect to Sample 1. The second graph of Fig. 4 shows the normalized
raw measurement data. The node device then calculates in which sample has the
largest absolute value within the remaining (N-2) samples, excluding the last one.
The CPU then packs Sample 1, the maximum valued sample, and Sample N. The
third graph of Fig. 4 shows the packed and transmitted sample values from the dataset.

Fig. 4 Data analysis steps performed on the sensory measurement data
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This procedure is performed for each measurement parameter. Upon compacting all
data measurement packs, the MCU forwards them to the LoRa transceiver. On the
receiving end, the central server collects this sensory data and by means of PCHIP
or some other curve fitting algorithm interpolates the data for the missing sample
values. The fourth graph of Fig. 4 shows a PCHIP interpolation being performed
onto the received data in order to superimpose values to the missing data points.
This approach drastically decreases the necessary bandwidth for transferring all the
sensory data via the communication channel. This effective reduction in transferred
data quantity reduces additionally the average power consumption of the device.
An additional novel software method that was developed and implemented is the
adaptive sample rate algorithm which will now be discussed. The purpose of this
algorithm is to eliminate the fixed value of the time step, at which timer interrupts
are generated, and to generate the reconfigure and adjust it dynamically based on the
values of previously measured environmental parameter values. After performing N
samples of each one of the parameters, the device calculates the average value of
all the readings. The device stores the average values of each N samples within its
internal memory. It then calculates the derivative of this mean value and uses it to
evaluate what the time step should be. Monitoring the rate of change and sign allows
for the detection of sudden changes in the typically slowly changing environmental
parameters, thus indicating that theremaybe afire hazard prerequisite. This algorithm
is centered on a fixed derivative threshold value comparison. In order to verify that
such a prerequisite exists and it is not just a randomfluctuation, the algorithm imposes
a change in the time step only if three consecutive derivatives are comparatively larger
than the fixed threshold values. Figure 5 shows a pseudo code representation of the
implemented adaptive sample rate algorithm, and Fig. 6 shows a block diagram of
the adaptive sample rate algorithm.

Using the adaptive sample rate algorithm allows nodes with comparatively small
computational resources to evaluate the sensing datawithout performing complexfire
weather index calculations or as some researchers have proposed—usage of ANNs
[27] for producing a fire hazard event probabilistic determination. On the receiving
end, the server can detect if one or more end devices are in close proximity to a
wildfire by monitoring their broadcasting rates and detecting their increases.

The CPU of the LoRa sensor node communicates with the embedded GPS
transceiver module via a NMEA 0183 V4.0 communication protocol. Once a day,
the MCU powers on the GPS module, waits a certain time interval, due to the cold
start of the module and the required data acquisition time to fill in the almanac, and
receives from it information regarding its location—longitude, latitude, and altitude.
The CPU stores this information within the I2C EEPROM IC. The CPU also receives
accurate GPS GMT time, which is used to synchronize its internal RTC.

The CPU prepares two types of data packets, which are required to be transmitted
over the air through the LoRaWAN channel—an identification data packet and a
measurement data packet. The identification data packet is sent first, and it is sent
only once a day from each LoRa sensory node to the nearest LoRa gateway. Its length
is 14 bytes and consists of 2 bytes for LoRa node Device ID number, 6 bytes of the
device’s GPS coordinates, 2 bytes of data regarding the internal battery status, 2 bytes
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        # return true if complete successfully
meas_status_flag = Perform_Envi_Par_Sens(raw_data
_array)
if (meas_status_flag):

sample_cnt ++ #increment ready sample number

       # if max value is reached
if (sample_cnt==RAW_SAMPLE_ARRAY_MAX_NUM):
avg_value = Raw_Data_Avg(raw_data_array)
avg_array[i] = avg_value
i++
if (i == AVG_MAX_VAL):
i = 0

       # get the derivative value over a sliding window
raw_data_der = Get_Data_Derrivative(avg

_array)
    # add new array entry

der_array[der_cnt] = raw_data_der
#increment derrivative counter

der_cnt ++
if (der_cnt==2):
for i in range (0,2):
if (der_array[i] >= DERIVATIVE_THRESHOLD:

#if 3 consecutive derivatives are above threshold
der_flag = True

if (der_array[i] < DERIVATIVE_THRESHOLD):
der_flag = False

der_cnt = 0
if (der_flag):

#find the maximum value of the der_array
      # return the ratio Max_Value/Threshold_Value

timer_step_change = Max_Der_Val(der_array)
timer_step = timer_step -

(timer_step_change * (DERIVATIVE_THRESHOLD / 5))
      # regonfigure the timer module

Adjust_Timer_Step(timer_step)

sample_cnt=0 # null sample counter
Clear_Raw_Data_Array(raw_data_array)

Device_Sleep() #enter device back in sleep mode

# create blank array of type env_s
env_s raw_data_array[] = {}

# TIMER_STEP_DEFAULT_VALUE defined in header file
int timer_step = TIMER_STEP_DEFAULT_VALUE
int timer_step_change = 0
bool meas_status_flag = False
int sample_cnt = 0 #sample count
# raw data derivative over sliding window of size RAW_SAM
PLE_ARRAY_MAX_NUM
int raw_data_der = 0
int der_cnt = 0 # derivative number count
int der_array [3] = {0,0,0} 
bool der_flag = False
int avg_value = 0
int i = 0 
int avg_array[] = {}
if (Device_Wakeup()): # Device has entered SENS state
        # new measurement is performed and a new array

entry is included

Fig. 5 Adaptive sample rate algorithm pseudo code
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Fig. 6 Adaptive sample rate algorithm workflow diagram
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Fig. 7 Identification data packet format

Fig. 8 Measurement data packet format

of current GMT synchronized with the GPS received time, and a CRC16 performed
over the whole data packet. Figure 7 shows the identification data packet format.

The measurement data packet is sent each time a successful sensory information
acquisition step is performed. The data packet has a length of 32 bytes, and it consists
of 2 bytes for LoRa node Device ID number; 2 bytes for packet number in respect to
the initial transmission of the identification data packet; 2 bytes of TX time containing
information about the time delay between the first transmitted packet and the current
one; 6 × 4 bytes of sensory data for all listed measured parameters, and a CRC16
performed over the whole data packet. Figure 8 shows the measurement data packet
format.

5 System Testing

In order to evaluate the efficiency of the implemented power conservation methods
for the developed WSN wildfire detection system, tests in a controlled environment
were performed. These tests were aimed towards monitoring the power consumption
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of the system comparatively when it implements and when it does not implement
the proposed techniques. The testing environment is presented in Fig. 9. The testing
setup consists of simulating a wildfire and placing the sensing node device a different
distance from it—four different zones were used at distances of 5, 10, 15, and 20 m.
The power consumption of the devicewasmonitored using anR&SHM01202 scope.

The results from the experimental measurements are shown in Fig. 10. In the
shown test results, the sensory device is placed in zone C. In the upper graph, the
device utilizes the proposed adaptive sample rate algorithm, and in the bellow graph,
the device operates with a fixed time step. The battery power consumption of the
device in SLEEP mode is measured to be around 0.33 µA; when the device enters
SENS mode, the consumption jumps initially to around 713 µA; then, during the
measurements when all sensors are enabled, the power consumption peaks at around

Fig. 9 Testing setup

Fig. 10 Experimental results
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154.9 mA. For the tests, the fixed step was fixed at 5 min, while the default time step
value using the adaptive sample rate algorithm was fixed to a value of 7.5 min. The
number of samples over which analysis is performed was fixed to N = 5 for both
cases. These experimental results show that implementation of the adaptive sample
rate algorithm reduces the average consumption of the system, depending on what
parameter initial values are chosen for the default time step, the time step change,
and the size of the sliding window of N number of samples.

6 Conclusion

An original data acquisition system, utilizing the LoRa technology, for early detec-
tion of wildfires, has been developed and presented. The proposed method has the
advantages of being constructed as a stand-alone device from scratch and imple-
menting: a LoRa long-range low-power wireless communication; multiple different
types of on-board sensors, allowing for a more complex model to be constructed,
based on themeasurement data; a novel adaptive sample rate algorithm aimed toward
the decreasing of power consumption of the device; EDA and Tukey methods for
filtering the raw data and elimination of data outliers, hence reducing the necessary
transmission bandwidth and increasing the energy efficiency of the system.
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Science Fund of Bulgaria.
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Announcer Model
for Inter-Organizational Systems

Prakash Hegade, Nikhil Lingadhal, Usman Khan, Tejaswini Kale,
and Srushti Basavaraddi

Abstract From barter systems to shopping online, markets have evolved with insti-
tutional design characteristics with the objective of providing a platform for buying
and selling. The technological investment portfolio has brought in significant changes
to market dynamics. Though there are apprehensions to migrate the offline features
online, along with online benefits, there are also inherent challenges to be managed.
In supply chainmanagement,whichmanages from rawmaterials to customers, inven-
tory management has a substantial role and acts as a key player affecting the entire
chain directly or indirectly. Nevertheless of automation, inventory management is
a tedious task and could use a computational helping hand. The announcer model
proposes an alternative to computationally solve resource management between the
business cycle’s various stages through this paper. It attempts to establish a strong
relationship between the intermittent by announcing the iterative status flags via
tags and further utilizing it to improve work efficiency. The model eases the inter-
action and provides an automated channel for communication. This paper proposes
the model and discusses its architecture and a sample workflow from a simulated
industry transaction. The announcer space can also be integrated to live web data,
making the system dynamic and self-learning to current market needs. The learning
capability of the announcer contemplates modern challenges. The system attempts to
achieve a natural order by balancing the system components’ workflow through the
announcer model. The announcer model promises to provide an intellectual space
for coordination and collaboration.

Keywords Announcer · Computation · Inventory

1 Introduction

The accelerated shifts in the business environment have contributed to the develop-
ment of complex supply-chain networks [1]. The storage of unprocessed materials
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and goods, work-in-progress inventory, processed goods storage, and end-to-end
requirement fulfillment are crucial parts of the supply chain [2, 3]. Inventory stands
as an intermediary in the process, a holding and transaction space. The manage-
ment of each of these components along with holistic enterprise design has seen
timely changes fulfilling the business needs. While management is the desired goal,
it unsurprisingly must also blend in the optimization challenge [4]. The recent digital
transformations have integrated the enterprise components easing several communi-
cation channels and introducing coordination challenges in the digitally connected
network [5, 6]. The process of digitization has reduced delivery time and loss of
goods and has increased the effective product life cycle time [7].

A system is a complex organization of sub-systems connected to function as a
single network. The sub-systems which comprise the system traditionally contribute
either as the interacting sub-systemsor toward the systemic end results. The following
properties of the system can be considered for discussion. Firstly, the nature of
the sub-system interaction with respect to other sub-systems and its contribu-
tion to the system. Secondly, the category of information that is communicated
across the system. Thirdly, the topology of sub-system connections and interactions.
Fourthly, the sub-system features and tasks identifying the pattern communications
and relationships.

While the system behavior can be observed and monitored as above, it also
provides a scope for improvement in various regards. The current outcomes of the
system can be used to improvise the future operations. The operating status of the
sub-systems can be optimized by utilizing the status of other sub-systems. The inter-
connected systems can communicate in predefined frequency to optimize the opera-
tional comportment. The critical intermediate results of one sub-system can assist in
the functional operations of other sub-systems.While sub-systemsmight be working
on the dedicated assigned tasks, they might as well also depend on task completion
of other sub-systems.

We have advanced computational capabilities and have been providing various
tools and technologies to manage these systems. The comprehensive automation,
however, questions the feasibility andmaintainability of the process [8]. Even though
there are ample challenges yet to be solved and of what an automated system could
do, a better computational model is certainly need-of-the-hour—amodel whose sum
is larger than its individual contributing parts.

In this paper, we propose the announcer model. The announcer model aims to
solve resource management across the components of the supply chain computa-
tionally. The paper is further divided into the following sections. Section 2 presents
the literature survey. Section 3 presents the model, design principles, and architec-
ture. Section 4 presents the results and discussion. Section 5 concludes the paper
along with the future scope.
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2 Literature Survey

The rise and fall mannerism, be it economy or within an organization, is a common
phenomenon. The objective is usually to minimize the fall and its after-effects if so
ever. The different bodies in an organization works toward a common goal. Different
sections of an organization are designed to interact and achieve the intent of an orga-
nization [9]. The factors that stand as a reason for the improvements or deterioration
in an organization usually form a pattern [10]. The complexity of these patterns is
directly proportional to the complexity of the social order in an organization. These
patterns can be analyzed to predict the direction an organization is heading at [11].

The division of labor in the society is a long-known phenomenon [12], so is its
adaptation for system design. Work units can be designed to increase productivity.
The sharing of related knowledge can increase the scope for improvement and exper-
imental opportunities for the groups. This has had a positive impact on performance
[13]. Entities that are heterogeneous and self-adaptive collaborate with each other
forming collective adaptation. Implementing collective adaptation requiresmutation,
and also care should be taken to maintain the coherence of the system [14]. The work
outcome is effective if the work is shared with a specialized set of workers. This divi-
sion creation makes the individuals of a particular group specialized in a particular
task. This helps the social groups evolve and perform a given task sophisticatedly,
leading to the evolution of the group [15].

Considering e-commerce as a specific domain, e-commerce involves the use of
communication technology in business transactions to build the relationship between
the organizations and the individuals or among the organizations [16]. Improvements
in the performance at any stage can contribute to the improvement of the entire cycle.
With the advent of technology, supply chain management also has information-flow
as a core component [17].

Though the supply chain in the system is automated, it has its own shortcom-
ings. Automation usually intents toward process automation and quality manage-
ment [18]. Monitoring and tracking capabilities have their own challenges dependent
on the domain [19]. Using computational intelligence approaches to minimize the
supply chain cost along with embedded risk has been more than a decade old [20].
With emerging industry 4.0 standards, integration with IoT devices is also another
prominent challenge [21]. Security is another concern that is also under discussion
[22]. The evolving software tools and technologies demand appropriate information
architecture for the supply chain quality management [18]. Enterprise architectural
frameworks have also been designed for supply chain integration [23].

Among different retailers, Wal-Mart was the one to experiment with point-of-sale
and storage levels, also implementing a central database. With the help of infor-
mation technology, the operators could know the real-time information about the
commodities stored in centers for distribution [24]. Wal-Mart’s task was to reduce
the goods’ storage to an extent, as possible [25]. They used a cross-docking method,
in which the commodities were not stored anywhere between transportation [26].
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Though there are computational optimization models for production planning in
supply chain and quantitative models for the supply chain, likewise, these models
target a specific component [27, 28].Aneed for a unifiedmodel is, hence, justified and
can bridge the existing gaps, also being in-line with current and future vision. There
have been gaps in an organization, supply chain, and, to be specific, e-commerce
domain.We attempt to address these gaps using a computational model—announcer.

3 Announcer Model

This section presents the announcer model with its design principles, architecture,
algorithms, abstract data type, and also a self-learning architecture.

3.1 Design Principles

The design principles of the model are as follows: Firstly, to design a computational
model to realize the interactions between the system components. Secondly, to design
a collaboration methodology to balance and restore the natural order in the system.
The design principles are derived from the foundations of computational thinking.
The algorithm designed for the announcer rests on the principles of decomposition,
pattern recognition, and abstraction. The system is decomposed into sub-systems,
challenges, and interactions are abstracted after pattern recognition.

3.2 System Architecture

The announcer adapts from a client–server architecturemodel where the sub-systems
are connected to the announcer space. The announcer space has permission, structure
of information, tag validation, and view as essential components (See Fig. 1). The
sub-systems are represented as sections in the architecture space. Though the sections
might communicatewith eachother in organizational space, the information pertinent
to announcer are not communicated across and only via shared announcer space.

An announcement has a predefined format, and only the specified formatmessages
are recognized. The formatted structure consists of an id, tag and an announcement
message (See Fig. 2).

Each announcement is identified by the ‘id’ field. Each sub-system or section in
the announcer model has a unique id to distinguish announcements between various
sub-systems. ‘Tags’ are announcement tags indicating the message category and
define the metadata of announcement as a collection of words. Tag sets are prede-
fined in the system. The content of the announcement is added to the ‘Message’
field. When the sub-system makes an announcement, the announcer space appends
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Fig. 1 Announcer architecture

Fig. 2 Announcement
format

the announcement to its collection of announcements and maintains its count. This
triggers a change in the announcer space. The announcer model notes the tag field of
the recent announcement and matches it with the tags subscribed by the sub-system.
If the tags match with the subscription tags of the sub-system, the announcement is
sent to that sub-system.

Consider for example a beverage manufacturing company that is a part of the
supply chain system. The manufacturer, retailer, and raw materials supplier are its
sub-systems (sections). Let us consider a scenario to understand the working of the
announcer. If there is a spike in the sales of type A beverage, the retailer announces
the number of sales in the announcer space. The announcement format consists of id
as ‘1,’ tag as ‘type A’ and message as ‘70% of beverages sold.’ The manufacturer and
the raw materials supplier being subscribed to the tag type A receive this announce-
ment from the announcer space. For the manufacturer, this is a repercussion that
they need to increase the production of type A beverages. If the manufacturer used
to produce 1000 units of type A beverage, then the announcer model suggests the
manufacturer improve its production by 70%, i.e., 1700 units of type A. This increase
in the production will eventually trigger another announcement by the manufacturer
in the announcer space with id as ‘2,’ tag as ‘type A’ and message as ‘70% increase
in production.’ Both messages with id ‘1’ and ‘2’ are indication to the raw materials
supplies to increase the supplies required for type A beverage. The extensive inter-
actions between the sub-systems help improve resource management in the supply
chain network and provide a computational benefit.

The contents of the sub-system change according to the changes in other sub-
systems. These changes are made by reading the variations in other sub-systems
through the announcer. The sub-system increments or decrements its production to
stabilize the system. The balance of the complete system depends on the stability of
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Fig. 3 Announcer interaction model

the individual sub-system. The method for data manipulation in the sub-system is
mathematically represented below (See Fig. 3).

Description of the states of the model is given as follows:

α: Current state of the sub-system.
S: Vector consisting of different states in the sub-system.
X: Vector consisting of values in the states.
δ: Change in the sub-system state with the given value.
�: Change in the announcer space propagated to sub-system.
i: Index.

The natural order in the system is about balancing the supply and demand. The
state of a sub-system is changed based on the announcement read to balance the
natural order. After verifying the inventory, if the quantity of the stock is less than
the requested read, the balance of the sub-system is calculated based on the previous
records and the current state. The history of the system is closely tracked and moni-
tored. The system tracks the following three: Ê: previous record, Ç: current state,
and Ô: optimal state. The previous record (Ê) is the variable consisting of the results
obtained before using the current and optimal state. The current state (Ç) is the
present state of a system. An optimal state (Ô) is the situation that a system should
be after reading the announcement. The overall balance is calculated as:

(1)

Ê = β/100 (2)
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where β is the system balance. The changes are made in order to balance the systems.
The balance (β) is maximized by changing the current state (Ç).

3.3 Algorithms

This section presents the algorithm for the various major components of the model.
Table 1 summarizes the description of all the algorithms. The detailed algorithms
follow ahead. Longer variables names are used to make the process self-explanatory.

ALGORITHM subscriptionLimit
input:     subscription details
output: registration details
for i 0 to number_of_subsystems do

if subscription_of_subsystems in subscriptionList then: 
return subscriptions

else
return not_subscribed

Table 1 Algorithm description

Algorithm Description

subscriptionLimit Takes subscription details as input and returns the subscription if exists
else returns an appropriate message

createAnnouncement Takes message details as input and structures it into the announcer tuple

fetchAnnouncement Fetches the announcements from the announcer space

getDetails Acts as an interface between the announcer and the sub-system to add
and retrieve announcements

createSubsystem Adds a new sub-system by assigning appropriate permissions

getSubscription Checks the validity of the announcer tuple for the given subscription list
of the sub-system

calculateBalance System balance is calculated considering the new demand generated as
well as the current system balance. Equal weightage is given for both the
current and previous system balance
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ALGORITHM createMessage
input:     message details
output:   structured message
dict[‘id’]  id 
dict[‘message’]  message
for i 0 to length of data[lengthofIndex+1] do: 

Add tag value to dict[‘tag’]
return dict

ALGORITHM fetchAnnouncements
input:    nil
output: nil
for j lengthofRecievedAnnouncements to lengthOfAnnouncerSpace do: 

for i 0 to lengthofSubscriptionLimit do: 
if j is not in EnteredList then: 

add the value from announcerSpace to receiveAnnouncement

ALGORITHM getDetails
input: list of user details
output: send a message to the announcer
if newUser = ’yes’ then

get username and subscriptions
add sub-system to the announcer and the sub-system list 

check if a user wants to send message
if True then:

get the message details
check if a user wants to receive the message
if True then:
 validate tag and send the message to the sub-system

ALGORITHM createSubsystem
input: user input of details
output:  nil
validate new user
get user name
add privilege of send and receive of message
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ALGORITHM getSubscription
input: required subscription List
output: nil
validate tag subscription
validate message subscription
validate id subscription

ALGORITHM calculateBalance
input: demand and type of material
output:   balance of subsystem in percentage
check type of user
new_change get the new available amount of stock
prev_bal previous balance of the sub-system
curr_bal current balance of the sub-system 
if demand = ‘high’ then

curr_bal (prev_bal*(curr_bal/new_change)+(1 -prev_bal) * 
(curr_bal/new_change))*100

print curr_bal
curr_bal = curr_bal/100

else
curr_bal prev_bal
print curr_bal
curr_bal curr_bal/100

repeat the above steps for all sub-systems

3.4 Announcer Abstract Data Type

This section presents the abstract data type (ADT) for the designed data structure.
This can help to customize and apply to different domain models and applications.
The ADT abstracts the operations to customize the functionality to the required
domain and manoeuvers.
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abstract checkAnnouncements(a)
ANNOUNCER_SPACE (ANNOUNCER_TUPLE) a;
postcondition:   checkAnnouncements == (len(a) == 0);

abstract addAnnouncement(a, elt)
ANNOUNCER_SPACE (ANNOUNCER_TUPLE) a;
eltype elt;
postcondition:   a == <elt> + aꞌ;

abstract eltype fetchAnnouncement(a)
ANNOUNCER_SPACE (ANNOUNCER_TUPLE) a;
precondition: checkAnnouncements == FALSE;
postcondition: fetchAnnouncement(a) == ANNOUNCER_TUPLE;

abstract typedef <<eltype>> ANNOUNCER_TUPLE(eltype);

abstract eltype createTuple(at)
ANNOUNCER_TUPLE (eltype) at;
precondition:    createTuple == (eltype == NULL );

abstract typedef <<ANNOUNCER_TUPLE>> ANNOUNCER_SPACE (eltype);

3.5 Self-Learning Model

The announcer model can also interact with the web for dynamic updates. The web
can be treated like any other section or sub-system interacting with the announcer
(See Fig. 4). Because the communications are formally defined, it makes minimal
difference to the announcer on who is interacting as a section. Having web wrapper
tailors, the system with changing market trends and needs. An organization can not
only be updated with internal transactions, but also obtain the market trends from
across the globe.

4 Results and Discussion

This section presents a sample implementation simulation. The model was imple-
mented and tested for the company ‘Knit Arena.’ This section abstracts out the
operations to provide a simple and working explanation of the model.

Consider a model of a spoon manufacturing company producing two types of
spoons, one composed of brass and another of steel. The system consists of a
retailer, manufacturer, and two suppliers producing spoons depending on the market
need. The increase and decrease in the threshold are directly proportional to the
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Fig. 4 Announcer with web wrapper

demand. Themanufacturer checks the stock of spoons reading the demand of spoons,
announced by the retailer. If the stocks remain sufficient, the manufacturer does
not make any announcement. If the stock is less than the threshold, production is
enhanced, and an announcement is made, stating that the requirement is high (see
Fig. 5).

The supplier makes the changes accordingly to provide adequate materials to the
manufacturer. Internally, computation is performed to calculate the stability of the
system. To sustain the natural order, the percentage of balance calculated internally
should be larger than the threshold (a threshold is defined by the organization). The
states of supplier and manufacturer are collected to analyze and find the patterns
in the system. The data generated by applying the model to multiple circumstances
gives a precise pattern and can be used in the long run.

We further present themodelwith sample examples and cases. The recorded infor-
mation is the interaction between amanufacturer and a retailer. The values tabularized

Fig. 5 Announcer for spoon manufacturing unit
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Table 2 Manufacturer
readings

ID Message Tag

2 High Steel

2 Low Steel

3 High Brass

3 High Brass

2 High Steel

Table 3 Manufacturer
announcements

ID Message Tag

1 High Steel

1 High Steel

1 High Brass

1 High Brass

are the interactivemessages between themanufacturer and a retailer. The information
advertised by the retailer is the demand for the product, and the manufacturer reads
this information and makes appropriate changes. Then, the manufacturer announces
if the stock is high or low in the announcer.

The retailer provides suggestions based on the information stated by the manu-
facturer. The table below shows the interaction between the retailer and the manu-
facturer. The results obtained as presented in the table are of one run only of the
program (Similar behavior continues in a dynamic ever-running model. The presen-
tation is snapshot only). For sake of simplicity, the messages are either ‘High’ or
‘Low’ indicating the demand status. Refer Tables 2, 3, 4, and 5 for the specific cases
and samples of the interaction.

Table 4 Retailer readings ID Message Tag

1 High Steel

1 High Steel

1 High Brass

1 High Brass

Table 5 Retailer
announcements

ID Message Tag

2 High Steel

2 Low Steel

3 High Brass

3 High Brass

2 High Steel
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Fig. 6 Number of trials versus percentage balance graph

The overall balance of the system was calculated using Eq. (1), and the value
obtained for the run was 95.875. Figure 6 presents the timeline of stabilization.

As seen in the graph, as the trials increase, the system attempts to balance to
maintain the natural order. The graph depicts the systembehavior and balance pattern.
The announcement made is used to tune the internal calculation of the sub-systems.
The balance of the sub-system is calculated by the availability of thematerials and the
required amount. Calculated balance is used to indicate the status of the sub-system—
the status which changes after every announcement. The past result records are stored
to improve the future predictions and system balance.

Announcer, unlike the existing systems, captures every intermediate action of
each sub-system and announces it to the system. These interactions which are often
neglected can provide a structured means to manage and operate the systems in
restored and efficient manner.

5 Conclusion and Future Scope

Computational capabilities are not only meant to automate a system, but the same
can also be used to build models and capture the inherent characteristics of the
system. The announcer is amathematicalmodel that universalizes all the sub-systems
connected to it as a packet of three elemental structures: id, tag, andmessage. Consid-
ering the behavior of each system components, the interaction, feedback, and the
nature of the system, the announcer attempts for a natural order in an iterative fashion.
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The model promises to be a framework working with any-time, any-format plug-in
components.

With the model being put to practice at Knit Arena, the immediate observations
that were made are as follows. The model needs to be strengthened with formal
properties and the tuple definition defined. The characteristics and hooks need to be
defined to capture the additional constraints of the system. A framework needs to
be built to automatically decompose a system, pattern recognize, and abstract the
organization model. For this, the internal details and working of every sub-system in
a system needs to be logged and analyzed. If the system is implemented with self-
learning model, it will serve as a greater benefit for the mission of an organization.
A state-of-art crawler can assist in building a self-learning model [29]. The system
needs to be improved with respect to security aspects as well with a model like
Po-Miner [30]. With computational models in demand, the announcer can serve the
purpose to optimize the organization goals.

Acknowledgements We would like to thank Knit Arena Software Research and Services Private
Limited, Hubballi, for the guidance and support in carrying out this work.
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Evaluation of Attributed Network
Embedding Algorithms for Patent
Analytics

Jinesh Jose and S. Mary Saira Bhanu

Abstract Patent analytics is a specialized branch of data analytics where patent doc-
uments are analysed to understand behavioural information. Citation network analy-
sis is one of the common techniques to examine the importance of a patent by studying
its citations. Typical patent citation network (PCN) will have millions of attributed
nodes and edges. Inferencing on such a large network necessitates the use of attributed
network embedding (ANE) techniques to bring down the computational requirements
by reducing the dimensionality of the network data. Identifying the suitable ANE
algorithm for PCN analytics is the purpose of this study. Multiple ANE algorithms
are applied on the patent dataset to create low-dimensional embeddings, and these
embeddings are used as the input for performing the innovation value prediction
using linear regression model. Mean square error (MSE) is calculated between the
predicted innovation values and the actual innovation values. MSE values obtained
with different ANE algorithms are analysed to identify the most suitable ANE algo-
rithm for patent analytics. GraphSAGE with mean-based aggregator resulted in the
least MSE compared to all other ANE algorithms evaluated for patent analytics.

Keywords Patent analytics · Citation network analysis · Attribute network
embedding

1 Introduction to Patent Analytics

Patent is the exclusive rights conferred to the legal owner of an invention for making
public disclosure of the invention through patent document. This makes the patent
document as one of the major sources of information in this technology era [2].
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Patent analytics is a specialized branch of data analytics where patent documents
are analysed to extract patterns and behavioural information [2]. Every patent docu-
ment contains several features, including structured items like author and assignee,
unstructured items like abstract, description, claims and backward citations [20].
Patent citation network (PCN) analysis is one of the common techniques to examine
the importance of a patent by studying its citations [25]. There are many published
researches to demonstrate various data analytic operations performed on PCN [17,
20]. PCN networks are extremely large and require the application of dimensionality
reduction techniques to reduce the computational requirements.

Most of the PCN analytic operations have used a dimensionality reduction tech-
nique known as attributed network embedding (ANE) [6]. ANE is an active area of
research, and several innovative ANE algorithms are available in the literature [7,
12, 14, 19]. All these algorithms create a low-dimensional equivalent of the network
data, which is popularly known as embedding. The embeddings created by differ-
ent ANE algorithms have different properties. The attainment level of higher-order
proximity preservation for nodes and attributes is different in each of these algo-
rithms. This non-uniform behaviour of the embeddings by different ANE algorithms
opens a challenge in the selection of the suitable ANE algorithm for each problem
domain. Published PCN analytic works have arbitrarily used any one of the ANE
algorithms to reduce the dimensionality of the PCN. Reasoning behind the selec-
tion of the particular ANE algorithm for their work is undocumented. In this paper,
the performance improvement in PCN analytic problem by using a different ANE
algorithm which is matching with PCN requirements is demonstrated.

PCN used in this work is built from the US’s patent dataset. Patent’s innovation
value [24] prediction is selected as the analytic operation for the performance mea-
surement of ANE algorithms. Different ANE algorithms are applied on the PCN to
create low-dimensional embeddings. These embeddings are used as the input for per-
forming the patent innovation value prediction using linear regression. Mean square
error (MSE) is calculated between the predicted innovation value and the actual
innovation value of the training dataset. MSE values obtained with different ANE
algorithms are analysed [1] to identify the most suitable ANE algorithm for patent
analytics.

1.1 Patent Citation Network

A patent citation is a reference made to a previously published work (patent or non-
patent literature) that is considered relevant to a current patent application. In every
patent document, there is a reference section which contains multiple citations to
other patents and non-patent literatures. Citation dataset used for this evaluation has
only patents citations, and hence, non-patent citations are ignored in the PCNused for
ANE evaluation. Citations are of two types, namely forward citation and backward
citation.
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Fig. 1 Illustration of a patent citation network

Forward Citation: Forward citations are patents or non-patent literatures that cite a
particular patent. This information is not directly available from the patent document.
To find out the forward citations of a particular patent, all the patents citing that
particular patent has to be identified [13] by means of rigorous search across the
entire set of patents and non-patent literatures.

BackwardCitation: Backward citations are patents or non-patent literatures that are
cited by a specific patent document. So, all references present in a patent document are
examples of backward citations of that patent. Backward citation data of any patent is
directly available from its reference section. Figure1 is an example of a simple PCN.
In this example, there are five patents numbered P1 to P5. Patents are represented
as the nodes, and the citation relationship among the patents is represented as the
edges connecting the nodes. An incoming edge represents a backward citation, and
an outgoing edge represents a forward citation. Consider the patent P4. This patent
has two backward citations P2 and P3. P5 is a forward citation for P4.

1.2 Representation of Patent Citation Network

Attributed network is the one where the nodes or edges are having attributes. PCN is
an attributed network where every node (patent) is having attributes such as number,
classification type and title. Figure2 is an illustration of a PCN with node attributes.
PCN can be modelled as an attributed graph G with directed edges E.

Patent Citation Network G = (V, E, F), where

• V is the set of N nodes (patents).
• E is the set of edges (citations) between N nodes.
• F is a set of N m-dimensional feature vectors. Every patent in V has its feature
vector with its attributes such as number, classification type, title etc.
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Fig. 2 Attributed patent citation network illustration

1.3 Applicability of Attributed Network Embedding

In a typical PCN, there will be millions of attributed nodes (patents) and millions or
even billions of edges (citations). Execution of analytic operations on such a huge
network requires extremely high computational capacity, which is very difficult in
most cases. Solution to overcome this computational barrier is the application of
some dimensionality reduction techniques like network embedding [3]. Attributed
network embedding (ANE) is a specialized form of network embedding where the
nodes in the network have attributes. The basic idea of network embedding is to
reduce the dimensionality of the network by mapping it into a low-dimensional vec-
tor space [3]. Embeddings created using ANE supports recreation of the original
network from its embedding. The proximity between the nodes and attributes is par-
tially captured with some information loss. First-order and second-order proximities
are preserved in most of the ANE algorithms. When it comes to higher-order prox-
imity preservation, each ANE algorithm performs differently with different levels
of accuracy. Selection of an appropriate ANE algorithm for PCN analytics shall be
made only after considering the general requirements of PCN problem domain.

1.4 Important Requirements of Patent Citation Network

Patent offices across the globe are grantingmillions of patents every year. The volume
of patent documents available is extremely high and continuously growing. Hence,
the identification of all the forward citations of any patent document is a practically
unachievable target. PCN created at any time is expected to have missing forward
citations, that is the PCN is expected to be an incomplete representation of the
citation network. The ANE algorithms for PCN shall anticipate this incompleteness
of the PCN while creating its embedding. The continuously growing nature of the
patent data set adds another important patent domain specific ANE requirement,
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which is termed as inductive learning. Inductive learning is the ability to predict the
embeddings for new nodes (patents) without requiring model re-training. In other
words, inductive learning is the ability of the algorithm to create node embeddings
for previously unseen nodes [11]. This reduces the need for frequent training of the
embedding creationmodel. All ANE algorithms are designed to produce embeddings
of large networks, and hence, large size of the PCN is not a special requirement.
ANE algorithms with capability to handle incomplete network structure and support
inductive learning shall be selected for PCN problems.

2 Related Works

OpenANE is an open-source initiative to consolidate all the ANE algorithms into a
single framework [4]. This project is hosted in GitHub repository. OpenANE imple-
mentations of the selected ANE algorithms are used for the performance evaluation
with PCN. Three categories of ANE algorithms, namely normal, incomplete and
inductive are used for this evaluation. They are summarized in Table1.

2.1 Normal ANE Algorithms

These are the traditionalANEalgorithmswhich focuses on the lower-order proximity
preservation of the nodes and its attributes. Attributed social network embedding

Table 1 Summary of ANE algorithms evaluated

Type of ANE
algorithm

OpenANE
implementation [4]

Supported PCN requirements

Incomplete network Inductive learning

Normal ANE
Algorithm

ASNE—Attributed
Social Network
Embedding

– –

ANE algorithms for
incomplete network

AttriPure Yes –

AttriComb—AttriPure
with
Deep Walk

Yes –

ABRW—Attributed
Biased Random Walks

Yes –

ANE algorithms with
inductive learning
support

GraphSage—mean
based aggregator

Yes Yes

GraphSage—GCN
based aggregator

Yes Yes
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(ASNE) is a remarkable ANE algorithm belongs to this category. Social network is
very similar to PCN in many terms. The work done by Dr. Lizi Liao and team for
ASNE is highly equatable to a PCN [18]. TheirASNEalgorithmperforms embedding
of attributed network data into low-dimensional vector space. ASNE is a deep neural
network-based model which considers structural proximity and attribute proximity.
This algorithm does not emphasize on the inductive learning and incompleteness of
the attributed network.

2.2 ANE Algorithms for Incomplete Network

The research work done by Dr. Chengbin Hou and team is identified as the basic
work to process large networks with incomplete structure [12]. This ANE method
accepts network structure and node attributes as the input and produces unified low-
dimensional node embeddings for every node in the network. The resulting node
embeddings are isolated low-dimensional data points in euclidean space. Number of
dimensions is proportional to the number of attributes considered for each node, but
the dimensionality shall be uniform for all the nodes in the embedding. The node
embeddings can be used for various different downstream tasks like node classifica-
tion and link prediction. In OpenANE, three algorithms are implemented based on
the above-mentioned work [12]. AttriPure is the standard implementation of the pub-
lished work. Other two are the extensions of AttriPure. Attributed Biased Random
Walks (ABRW) are the extension of theAttriPurewith the concepts of RandomWalk.
The extension with the addition of Deep Walk in AttriPure is named as AttriComb.
All three variants are used in the evaluation with PCN data.

2.3 ANE Algorithms with Inductive Learning Support

The researchwork done byDr.WilliamL. Hamilton and team for the inductive repre-
sentational learning [11] is implemented in OpenANE as GraphSage. This algorithm
creates low-dimensional embeddings for large graphs. Sage stands for sample and
aggregate. This algorithm avoids the need for repeated training during each change to
the network structure. Once it is trained with a network, it can produce node embed-
dings for the network even after including new nodes into the network. Instead of
training individual embeddings for each node, this algorithm learns a function that
generates embeddings by sampling and aggregating features from a node’s local
neighbourhood [11]. Based on the selection of aggregators, there are two implemen-
tations of GraphSage i.e., mean-based and GCN [8]-based. Incomplete network is
one which is having undetected or unseen network portions. GraphSage algorithms
can work with unseen nodes, and hence, it can process the incomplete networks to
a certain extent. Both variants of GrapSage are evaluated for the PCN embedding
creation.
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3 ANE Evaluation Setup

The overall design of the evaluation setup to measure the performance improvement
of PCN analytic operation by using different ANE algorithms is represented in Fig. 3.
All the ANE algorithms are reused from the OpenANE framework. This section
elaborates on the functional modules of this evaluation setup.

3.1 Dataset

This work has used the publicly available dataset fromPatentsView.org. Patents View
(www.patentsview.org) is a patent data visualization and analysis platform for US
patent data [22]. Office ofChief Economist in theUnited States Patent andTrademark
Office (USPTO) is the primary supporter for PatentsView platform. PatentsView
has published several datasets to encourage the research activities. Data files from
PatentsView are in tab separated value (TSV) format. Extracted data from the fol-
lowing files are used in this work.

1. Patent.tsv—contains the information of granted patents by USPTO from 1976
2. Uspatentcitation.tsv—contains the information of citations made to US granted

patents by US patents.
3. cpccurrent.tsv—contains the information of current Cooperative Patent Classi-

fication (CPC) [21] data for all US patents.

Fig. 3 ANE evaluation setup

www.patentsview.org
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3.2 PCN Creation

Some of the records in the TSV files are having formatting issues which demands
cleaning steps. Partial and erroneous records are eliminated during the data cleans-
ing stage. Information elements are spread across three TSV files. Appropriate fields
from different files are selected and combined to get the desired record with all
the necessary fields. Since the contents are in raw text format, appropriate encod-
ing techniques are also necessary. After preprocessing [9], PCN is created with the
chronologically filtered records. To ensure smooth execution of the experiments,
year of grant is used as the filtering parameter to control the number of records in the
processed dataset. NetworkX [10] python library is used to perform PCN creation.
Patents are added as nodes and citations are added as the edges in the NetworkX
instance. Number of claims and CPC-type information are added to each node as
node attributes.One-hot encoding [23] is performed for the categorical node attribute.
End of PCN creation has resulted in the creation of two text files, an edge list of the
network and an encoded node attribute list.

3.3 Performance Evaluation

The evaluation setup is using different ANE implementations fromOpenANE frame-
work. The edge list and encoded node attribute list are fed to six different ANE algo-
rithms and created six different embeddings. Each embedding is fed to a prediction
model which is trained for the patent innovation value prediction. Linear regression
is used in the innovation value prediction model. Let X be the embedded features and
Y be the label file containing the set of actual innovation values for training. Using
X and Y a linear regression model is created to predict innovation values. Once the
model is built, themodel is used to predict the innovation values (Ŷ ) of patents during
the testing phase. Correctness of the predicted innovation values are measured by
calculating the MSE. The MSE calculation is represented as (1).

MSE = 1

n

n∑

i=1

(
Yi − Ŷi

)2
(1)

where

• Y is the actual innovation value of the patent from training data.
• Ŷ is the predicted innovation value of the patent.
• n is the total number of patents in the dataset.

The innovation value prediction is performed through linear regression operation.
The formula [16] to compute the predicted innovation value (Ŷ ) is represented as (2)

Ŷ = β0 + β1x1 + · · · + βk xk + ε (2)
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Table 2 MSE values obtained with different ANE algorithms
Test–Train
ratio

MSE with different ANE Algorithms

ASNE AttriPure ARBW AttriComb GraphSage—
mean

GraphSage—
GCN

20–80 2.168860 2.158519 2.137909 2.084982 2.015381 2.113457

30–70 2.101938 2.091925 2.074990 2.026121 1.954258 2.044731

40–60 2.148981 2.138447 2.123574 2.068092 2.006083 2.090283

where

• β0 to βk are the coefficients.
• x0 to xk are the encoded patent attributes.
• ε is the error.

Regression operation is repeated with different test–train splits [5] on the dataset.
This step is to identify the optimal test–train split for performing the innovation value
prediction. Suitability of the ANE algorithm for PCN analytic operation (innovation
value prediction) under evaluation is decided by analysing the MSE between the
predicted innovation value and the actual innovation value used for the training.

3.4 Innovation Value Prediction Results

Linear regression is performed with all the six embeddings. To perform this scikit-
learn [15] python package is used. Regression operation is repeated with different
test–train ratio to figure out the optimal test–train ratio for the PCN analytic operation
with the given ANE algorithm. The accuracy of the innovation value prediction is
computed by calculating the MSE. MSE values obtained with each embedding are
given in Table2.

Graphical representation of this data is presented in Fig. 4. As per this result
GraphSage with mean-based aggregator gives the minimal MSE value compared to
all other methods. This result is achieved with 30–70 split, i.e. 30% testing data and
70% training data

4 Conclusion and Future Work

In citation network-based patent analytics, there are different choices for ANE algo-
rithms. This paper has evaluated the suitability of the well-known ANE algorithms
by using them in a patent innovation value prediction problem. Multiple ANE tech-
niques are evaluated and GraphSage with mean-based aggregator is identified as the
ANE technique which produces the least MSE in patent innovation value prediction.
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Fig. 4 Performance results of different ANE algorithms, lower MSE indicates better result

This algorithm supports inductive learning and incomplete network structure. Hence,
it becomes a recommendable choice for the PCN analytic problems. MSE values are
analysed for different test–train split of the dataset. As per the results 30–70% is
found to be the optimal test–train split. At this stage, six existing ANE techniques
are evaluated. Future work is to device a novel ANE algorithm for improved perfor-
mance with PCN-based patent analytic problems.
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A Comparative Analysis of Garbage
Collectors and Their Suitability for Big
Data Workloads
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and Dinkar Sitaram

Abstract Big data applications tend to be memory intensive, and many of them are
written in memory managed languages like Java/Scala. The efficiency of the garbage
collector (GC) plays an important role in the performance of these applications. In
our paper, we perform a comparative analysis of Java garbage collectors for three
commonly used big data workloads to check the choice of the garbage collector for
each of the workloads. The garbage collectors under scrutiny are garbage first, paral-
lel and ConcurrentMarkSweep. We demonstrate (a) the relative difference between
existing Java workloads that are used to study garbage collectors and big data work-
loads and (b) the selection of the right garbage collector for a given workload. We
find that the garbage first collector gives a performance uplift of up to 15% in certain
workloads.
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1 Introduction

Efficientmemorymanagement is a requirement for applications dealingwithmassive
amounts of data and long run times. In languages like C/C++, the programmer is
responsible for allocation and deallocation of objects. However, Java has automatic
memory management which eliminates the need for explicit object allocation and
deallocation by the programmer. The unused objects are cleared by the garbage
collector. This process of automatic garbage collection is important for big data
applications, which are written in languages like Java.

The goal of our study is to recommend a particular GC for big data workloads
following the evaluation of various metrics. These workloads are a part of the Big-
DataBench suite [1] and run on Apache Spark [2]. Every JDK version comes with
a default GC. The Java version configured on our machine is OpenJDK 12.0.1 [3],
where the default GC is G1 GC [4]. In addition to G1 GC, we have considered
two other garbage collectors—ConcurrentMarkSweep GC [5] and parallel GC [6].
Although there are big data specific garbage collectors like NumaGiC [7] and Yak
[8], since they are not open-source GC’s, we have decided to explore the de facto
standard GC’s. The contributions of this paper are as follows:

• Comparison of big data workloads with DaCapo benchmarks [9]: It is seen that
big data applications have different characteristics and work differently with Java
garbage collectors. They put a much larger load on the garbage collector. This
causes greater performance overheads and these differences, therefore,merit study.

• A big data workload behaves differently with different GCs. We find that although
G1 GC gives the best application run time for sort and grep workloads, there exist
interesting anomalies when other GC metrics are considered. For sort workload,
G1 GC is faster than CMS and parallel GCs by 12.57% and 15.31%, respectively.
For grep workload, G1 GC is faster than CMS and parallel GCs by 5.25% and
6.78%, respectively.

This paper is structured as follows: Section2 presents related work. Section3
provides an overview of garbage collection. Section4 describes our methodology,
test environment and benchmarks chosen. Sections5 and 6 consist of our results and
conclusions. Section7 outlines future work that can be undertaken.

2 Related Work

With big data applications occupying the forefront of technology these days, auto-
matic memory management for programs that handle sizeable amounts of data has
become more important. Over the past few years, a considerable amount of work has
been done with regard to garbage collectors in Java.While memorymanagement and
garbage collection are an important component in Android-based systems which are
written in Java [10, 11], our focus is on big data workloads and their performance
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on servers. While the focus has shifted to big data only in the recent years, there has
been work done on impact of garbage collector on performance and analysis of GCs
on multicore [12] and multithreaded environments. These works used real-time Java
benchmarks or experiment on client server environments.

Gidra et al. [13] answered questions pertaining to GC performance on many
cores, its effect on applications and explored bottlenecks affecting GC scalability.
They experimented with Dacapo benchmarks and demonstrated that GCs did not
scale as pause time increased with increase in number of cores.

Carpen-Amarie et al. [14] compared G1 GC, CMS GC and parallel GC. In an
academic environment, ParallelOld GC is found to be stable, whereas in client-server
environment, G1 and CMS GCs are found to have lower pause times.

Lengauer et al. [15] described a Java benchmark study on memory and GC
behaviour on Dacapo and SPECjvm2008 benchmarks. Suitability of a GC was esti-
mated based on number of allocations, GC count, GC pauses, GC time, etc. They
concluded that G1 GC performed better in most cases with respect to execution time.

HGrgic et al. [16] and Pufek et al. [17] analyzed suitability of G1 GC, parallel
and CMSGC on Dacapo benchmarks. HGrgic et al. [16] performed analysis on JDK
9 and stated that CMS and Parallel GCs are equally good. G1 GC is better suited for
multithreaded environments but less preferred for single-threaded environments.

Pufek et al. [17] performed a comparative study on JDK 8, 9 and 11. The authors
concluded that G1 GC was best or on par with parallel GC while CMS and serial GC
did not seem to perform well.

Iqbal et al. [18] performed a comparative analysis on garbage collectors in Sun
HotSpot, Oracle JRockit and IBM J9 on different hardware systems. They concluded
that Sun HotSpot garbage collector performs better than the Oracle JRockit and IBM
J9 garbage collectors.

Bruno et al. [19] explored the existing GCs for big data environments and
addressed the problems of scalability in classic garbage collection algorithms.
Schemes to reduce GC overhead were also discussed. A taxonomy of the studied
algorithms was provided as a conclusion.

Xu et al. [20] performed analysis on parallel, CMS and G1 GCs on four spark
applications, exposed GC inefficiencies and proposed strategies for designing big-
data-friendly garbage collectors.

In these papers, the benchmarks under consideration have mostly been smaller
sized Java benchmarks. The work done on big data benchmarks explores deficiencies
in the garbage collector algorithms. Our paper, however, tries to provide insight into
suitability for big data benchmarks. In addition to regular metrics like GC execution
time and application run time, we also consider object level statistics. Further, the
behavior and impact on the garbage collector between a non-big data Java benchmark
and a big data benchmark have been compared. We have chosen OpenJDK 12.0.1
since earlier researchers have considered JDK versions 8 up until the experimental
version of JDK 12.
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Fig. 1 Java heap

3 Overview of Garbage Collection

The objects in Java reside in a section of memory called the heap. As the application
runs, the heap created may grow/shrink in size. When the heap becomes full, objects
that are no longer used by the application (garbage) are collected. The garbage
collection implementation is present in the Java virtual machine (JVM). It involves
two basic steps—marking and deletion of unreferenced objects. During the marking
phase, all objects are scanned in order to identify the pieces of memory which are in
use (referenced). The second step involves deletion of unreferenced objects to free
up space. Compaction of remaining referenced objects can be performed after this
step for faster allocation of new objects.

In order to optimize the search of finding unreachable objects throughout the
heap, heap is split into three generations—young generation, old (tenured) gener-
ation and permanent generation (Fig. 1). Young generation is further divided into
three parts—Eden, Survivor spaces 0 and 1. New objects are allocated in the young
generation. When it fills up, a minor garbage collection takes place which clears
all the unreferenced objects. Objects that survive many cycles of GC are promoted
to the old generation on reaching a certain age threshold. Major collection occurs
when the old generation fills up. Both minor and major collections are “Stop The
World” events. This means that all the application threads are halted until the pro-
cess of garbage collection is complete. Metadata required by JVM is present in the
permanent generation. Full garbage collection clears the entire heap, including the
permanent generation.

Garbage collection has a significant impact on the application’s performance. Stop
The World events, frequency of major collections and the GC execution time can
greatly affect the latency/throughput of the application.

4 Methodology

This section describes the benchmarks used, hardware setup for running our experi-
ments, measurements carried out and overall approach to the research.
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4.1 Benchmarks

The rise of big data has subsequently resulted in the need for benchmarking. There
are a number of big data benchmark suites available. We have chosen an open-
source big data benchmark suite—BigDataBench (version 3.1.5). The workloads
are implemented using Spark. “It has six real world, two synthetic datasets and 32
big data workloads, comprising micro and application benchmarks from areas of
search engine, social networks, e-commerce, multimedia and bioinformatics” [21].
“It contains several data generation tools like BDGS, which generates synthetic data
by scaling the real seed data, while preserving the characteristics of raw data” [21].

Additionally to run experiments on DaCapo benchmarks, we have used the
DaCapo benchmark suite (version 9.12). “This benchmark suite is intended as a tool
for Java benchmarking and consists of a set of open-source, real-world applications
with non-trivial memory loads” [22].

Wehaveperformedour experiments onmicro-benchmarks from theBigDataBench
suite which comprise sort, grep and wordcount workloads. 30 GB of data for each
workload was generated. Sort workload sorts the input data. Grep searches for a par-
ticular pattern of characters, and wordcount workload counts the number of occur-
rences of every word in input data. From the DaCapo benchmark suite, lusearch,
sunflow, avrora, pmd and xalan workloads were chosen. Lusearch uses lucene to do
a text search of keywords over a corpus of data comprising the works of Shakespeare
and the King James Bible. Sunflow renders a set of images using ray tracing. Avrora
simulates a number of programs run on a grid of AVR microcontrollers. Pmd ana-
lyzes a set of Java classes for a range of source code problems, and Xalan transforms
XML documents into HTML [23].

The dataset size “Large” was provided as input to these workloads.

4.2 Test Environment

The machine used to perform all the experiments was an Intel 32-Core machine
(Intel (R) Xeon (R) CPU E5-2620v4 @2.10GHz) with x86_64 architecture. It con-
sisted of two threads per core, 8 cores per socket, 2 sockets, 2 NUMA nodes, and
the CPU speed was 2.1GHZ. The operating system used was Ubuntu 16.04.7 LTS
with Linux 4.4.0-174-generic kernel. The Java version used was OpenJDK 12.0.1.
BigDataBench version 3.1.5 was usedwhich runs on Spark version 1.3.0 andHadoop
version 1.2.1. The pre-built jar file (dacapo-9.12-MR1-bach.jar) of the open-source
DaCapo benchmark suite was downloaded on the machine. Since we wanted to
observe the behavior of GCs on a multicore machine which resembles a distributed
system, Spark was configured with only a single node (Table 1).
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Table 1 CPU architecture

Architecture x86_64

CPU op mode (s) 32-bit, 64-bit

Byte order Little Endian

CPU (s) 32

CPU GHz 1.201

CPU Max GHz 3

CPU Min GHz 12

4.3 Measurement

Big Data Workloads: As all workloads are implemented on Spark, JVM options
to switch garbage collectors, disable GC overhead limit, allow detailed GC logging
and redirect garbage collection outputs to a log file were provided in the Spark
configuration file. Minimal tuning to ensure good performance of Spark was done
prior to execution of workloads.

The source code of our workloads and methodology is present in a repository on
GitHub. This link can be provided on request.

Dacapo Workloads: Command-line interface was used to run Dacapo workloads.
The jar file along with a few JVM options to switch garbage collectors, enable GC
logging were provided. Java heap was tuned by setting initial heap size to 1 GB.

The metrics measured from the garbage collection log files are shown in Table2.

4.4 Procedure

Big data workloads were run with 30 GB of input data, and DaCapo benchmarks
were run with dataset size “large.” These workloads were run with every garbage
collector. GC logs of the same were forwarded to the GCeasy [24] tool for analysis.

Big Data Workloads: In order to gauge the effect of data size on the garbage col-
lector, we first performed our experiments on 1 GB of data. This is stored in the
Hadoop distributed file system (HDFS). JVM options were specified in the Spark
configuration file to change the garbage collectors and obtain the log files. Each
workload was then run for three iterations, using the input data. This was repeated
for all three garbage collectors. The average values of metrics (from three iterations)
were recorded.

We repeated the same process with 15 GB and 30 GB of data for all three work-
loads. Figure2a, b illustrates the sensitivity of metrics—GC execution time and
number of garbage collections with increasing input data. When comparing 1 GB
and 30 GB of data, the GC execution time is 414.38 times higher for sort, 367.08
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Table 2 Metrics to evaluate garbage collector performance

Metric Description

GC execution time Total time taken for the execution of GC

Number of collections Number of collections performed by the GC for one entire run of
the workload

Total pause time Pause time of the GC is defined as the amount of time
Stop-The-World events take place. The application threads are
halted, while the GC runs

Application run time Total time the application runs, including the GC time. The times
taken into consideration are the (User+sys) times, which gives the
CPU time used by the process across multiple threads

Total created bytes Amount of bytes created by the application. To have the best
application performance, it is advised that the least amount of bytes
is created

Total promoted bytes Amount of bytes promoted from the Young Generation to the Old
Generation

Reclaimed bytes Amount of bytes reclaimed (cleared) by the garbage collector to
service new allocation requests

times higher for grep and 802.31 times higher for wordcount. Similarly, the number
of collections is 54.16 times higher for sort, 350.66 times higher for grep and 1478.33
times higher for wordcount.

When comparing 1 GB, 15 GB and 30 GB sizes of input data (Fig. 2a—GC
execution time), the trend is linear for sort and wordcount but nonlinear for grep. In
Fig. 2b,GC collections demonstrate an increasing linear trend for all threeworkloads.

This shows that increasing the data size increases the load on the garbage collector.
It also indicates that the GC execution time and the number of garbage collections
are a function of the input size.

Following this, the values generated using 30 GB of data were compared among
the different garbage collectors, and appropriate conclusions were drawn.

DaCapo Benchmark Suite: The five Dacapo benchmarks were run with every
garbage collector. Each run had ten iterations, nine of which were warmup iterations.
The tenth iteration was considered for the application run time. To compute the time
taken by the benchmark to run, the average of run times obtained on execution of
the benchmark with every garbage collector was considered.

5 Results

In our results, we first see how the Dacapo benchmarks and big data benchmarks
vary in terms of how long the benchmarks ran and their memory consumption. Then,
we move on to analysis of big data workloads to correlate the GC algorithm and
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(a) GC Execution Time

(b) Number of garbage collections

Fig. 2 Performance of G1 GC on workloads with varying input

working of each GC with the workloads. This helps justify why a particular metric
is low or high.

Table3 shows the average of application run times and the created bytes (for G1
GC) for the Dacapo workloads. Table4 shows the total number of bytes created
during an entire run for the big data workloads when configured with G1 GC. We
see that the total created bytes for the Dacapo workloads vary between 2 and 90 GB.
Big data workloads, however, generate around 280–820 GB of data. We also observe
(Table3) that the application run times for the Dacapo benchmarks are in the range
of 0–3 seconds except for avrora which takes around 30s. Big data workloads take
between 8min (grep) and around 53min (wordcount) as seen in Table5.
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Table 3 Run times and memory used by Dacapo benchmarks

Workload Application run time (sec) Created Bytes (GB)

Avrora 30.691 2

Lusearch 0.442 22.03

Sunflow 2.062 58.59

Pmd 2.082 7.13

Xalan 2.627 87.87

Table 4 Amount of bytes created by big data workloads

Workload Created bytes (GB)

Sort 439.37

Grep 281.2

Wordcount 819.34

Table 5 Comparison of GC metrics for big data workloads

Workload GC GC execution
time (sec)

No. of
collections

Total pause
time (sec)

Application
runtime (sec)

Sort G1 39.781 325 36.07 2730.49

CMS 90.317 738.333 61.86 3123.069

Parallel 61.76 267.3 61.76 3224.439

Grep G1 13.215 1052 13.095 518.89

CMS 27.127 2042.333 25.093 547.661

Parallel 20.023 1833 20.023 556.631

Wordcount G1 37.709 4435 32.799 2982.738

CMS 204.82 6356.333 56.905 3238.987

Parallel 54.13 6683.3 54.13 2888.811

These results present a high-level viewof the immense pressure big dataworkloads
put on the JVM and garbage collectors when compared to the Dacapo benchmarks
which have very less run time and created objects.

According to Table5, for workloads grep and wordcount, the number of garbage
collections is the least for G1 GC. This matches with the theory of G1 GC, which
states that it performs garbage first collection, so it minimizes the number of garbage
collections by choosing regions with high amounts of garbage. We also see that
G1 GC gives the least GC execution time and total pause time for grep, sort and
wordcount workloads. This is a desirable characteristic. For sort and grep workloads,
application run time is the least for G1 GC. However, for wordcount, parallel GC
has the least application run time.
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Table 6 Comparison of object level statistics for big data workloads

Workload GC Promoted bytes (GB) Reclaimed bytes (GB)

Sort G1 155.57 293.8

CMS 182.757 694.906

Parallel 156.503 222.027

Grep G1 0.371 281.163

CMS 0.712 269.988

Parallel 1.317 181.273

Wordcount G1 4.84 814.5

CMS 23.887 765.087

Parallel 13.75 247.86

From these results, we observe the following anomalies:

• The number of garbage collections is the least for parallel GC in case of sort
workload, whereas it is G1 GC for the other two workloads.

• The application run time for wordcount workload is the least when using parallel
GC. This value is nearly on par with G1 GC.

As one would expect the default GC for JDK 12 to work best for these workloads,
it is interesting to note that parallel GC seems to be performing nearly on par for the
wordcount workload. Considering that application run time is an important metric
that users look to minimize, based on this parameter, it appears as though parallel
GC performs better than G1 and CMS GCs for the wordcount workload.

However, looking at the other metrics in Table5, it is seen that GC execution
time as well as number of collections is the least for G1 GC when compared with
the other two GCs. Since the application run time of G1 GC is nearly on par with
parallel GC (3.2% higher) and the other metrics of G1 GC indicate higher efficiency
of the garbage collector, G1 GC would still be overall better suited for wordcount
workload.

From Table6, we see that the number of reclaimed bytes is consistently the least
for parallel GC for all workloads. This suggests that for these particular big data
workloads, parallel GC is the least efficient in terms of clearing away dereferenced
objects and reclaiming heap space.

6 Conclusions

From these results, it is clear that big data applications have anomalies and need
not always perform the best with the default GC. It can also be concluded that the
characteristics of a workload itself impact how well a garbage collector can act on
it. With this work, we hope to provide insight into how certain GC metrics vary with
different big data applications.

While application run time could be an important metric for application users, the
intention behind measuring other metrics like number of collections is to provide a
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more holistic view of the working of a garbage collector. Since applications can be
throughput or latency oriented, these metrics need to be viewed as a combination so
that researchers may vary any metric or combination of metrics based on their needs.
We hope that this work will prove as a guide for those who want to explore garbage
collector suitability for other big data applications as well.

7 Future Work

While this paper can be used as reference to estimate suitability, further work can
be done on analyzing workload characteristics. This would help in characterizing or
grouping different applications in order to be able to predict suitability of a garbage
collector.

The scope of our research is limited to the study of micro benchmarks, which use
textual data. This could be extended to include workloads that are more intensive and
are of different types (graphical analytics/machine learning based) such as Pagerank,
connected components, naive Bayes and K-means workloads. The release of JDK 11
and 12 introduced new garbage collectors such as EpsilonGC, ZGC and Shenandoah
GC. These garbage collectors could be explored in further studies. Tuning of garbage
collectors could also be performed, by providing additional JVM parameters [25].
This way the true potential of GCs could be studied.

Acknowledgements The authors wish to thank Dr. Prakash Raghavendra from AMD India Pvt.
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An Innovative and Inventive IoT-Based
Navigation Device—An Attempt to Avoid
Accidents and Avert Confusion

Chennuru Vineeth, Shriram K. Vasudevan, J. Anudeep, G. Kowshik,
and Prashant R. Nair

Abstract Many routes being created each day; it is a very tiresome job to remember
every route. This is the reason maps are created for making our job easier. Due to
an increase in technology and lowering of data rates in many countries, these maps
are accessible to most of the people in the daily commute. When we want to go to
a new route, we cannot remember the whole route by seeing the route provided by
the map. Therefore, we need to check the route at regular intervals. This method of
the commute is very much suited for pedestrians because they can hold their mobile
phone in hand and can follow the route, and for some type of four-wheeler drivers as
they can dock it to the dashboard and can drive the dour wheeler. The problem comes
in the case of two-wheeler riders because they cannot hold their phone and drive or
cannot dock the phone to their bike as it causes serious distraction from the traffic.
So, to solve this situation, we have designed a device that can show the directions of
the upcoming turn without using a mobile phone while driving.
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1 Introduction

These days many people started using two-wheelers instead of four-wheelers in most
of the developing countries. This may be due to an increase in traffic in metropolitan
cities or due to an increase in the cost of four-wheelers or may be due to an increase
in awareness of pollution caused by large vehicles. In any case, the usage of two-
wheelers is increasing day by day. With the increase in the usage of two-wheelers,
there is a sufficiently similar increase in the number of accidents. It may be due to
distraction, drowsiness, or reckless driving, etc.

Among the accidents caused by distraction, one of the main reasons is due to
the usage of mobile phones while driving. Mainly, the riders use mobile phones for
navigation purposes when going to new or unknown routes. According to the recent
reports by India times, it is reported that 2100 people have died and many injured last
year on roads mainly due to the usage of phones [1]. The statistics in Fig. 1 indicates
the use of phones while driving in different parts of the globe.

Not only general two-wheeler commuters but also the food delivery and cab
services face the same problem of delayed delivery or delayed service. Many people
who order food online complain that their food is being delivered late. On enquiring
the delivery personnel about the delay, the common reason they hear is that they
were stuck in a traffic jam because of going to the wrong route or unable to find the
route [3, 4]. For avoiding delayed delivery, many delivery personnel risk their life
by jumping signals or riding the two-wheeler at over speed. These things pose risk
not only to their life but also to others going on the same road. Most of the delay is
caused to the two-wheelers due to navigation checks, so to reduce these risks and

Fig. 1 Statistics about the use of phones while driving [2]
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confusion; we have developed a device with the help of IoT, which helps the riders
in navigation without opening the mobile phone while driving.

2 Problem Statement

To design a system, which can eliminate the checking of map details and naviga-
tion updates by the drivers by picking their mobile phone out while driving, and to
make the process of driving with more concentration oriented to avoid unnecessary
accidents.

3 Existing Solutions

Here are some of the existing methods for navigation to new or unknown routes by
the riders while driving.

One of the widely used technologies for navigation is maps. Many people use
Google Maps, Apple Maps, etc. for navigation purposes. These applications have
a feature of reading out the next turn and distance of turn through the speaker.
Therefore, the two-wheeler riders use their earphones for hearing the navigation
directions. This method is not at all recommended because it is against law to use
earphones while driving, and it reduces the rider ability to listen to the horns and
external traffic sounds while driving.

Some of the two-wheelers have a mounting device for their phone for seeing the
upcoming turns and distance of turns. This is a very convenient way for the riders but
this is the most dangerous way as this poses a greater risk for accidents. It distracts
the drivers not only through hearing but also visually.

Ahire, D. and Patil, H. proposed a smart helmet that displays the route and direc-
tions on the helmet’s visor. It is built with the help of augmented reality. The major
drawback of the system is projecting the light onto the visor can obstruct the view of
the driver and the vehicles heading toward him cannot be known, which is a major
problem by wearing this helmet. This helmet also has a pair of earphones using this
will, even more, slacken the hearing of the driver toward horns or indications [5]
(Table 1).

4 Architecture

The designed system consists of a pair of small hardware that can be placed on both
sides of handles or can be stuck to the hand of the rider. The hardware consists
of an LED, microcontroller, and Bluetooth for communication between the micro-
controller of the hardware and the main processing unit placed in front of the bike.
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Table 1 Comparison table of the existing systems with the proposed system

Does not
obstruct
hearing

Does not
obstruct driving
view

Mobile
applications

Virtual
reality

Wireless
communication

Earphones × ✓ ✓ × ×
Mounted
device

✓ × ✓ × ✓

Smart helmet × × ✓ ✓ ✓

Proposed
system

✓ ✓ ✓ × ✓

The code in the main processing unit is written in python and uses Google APIs for
getting the upcoming direction of the turn. We have placed a display unit on top of
the Intel UP2 kit for entering the origin and destination.

Figure 2 shows the workflow of the proposed system. The Intel UP2 board is
the processing unit in which a python code is written for getting the direction and
distance details of upcoming turn from Google. We have utilized Google Maps API
for getting the appropriate details. Depending on the distance of turn, the blink rate
of LED varies. For prototype purposes, we have used a processing unit like Intel UP2
board but other boards like Raspberry Pi 4 or even the system can be pre-integrated
with the two-wheeler itself. A display is provided on top of the Intel UP2 board for
entering the source and destination of the route to be traveled (Fig. 3).

Fig. 2 Workflow of the proposed system
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Fig. 3 Architecture of the proposed system

4.1 Intel UP2 Board

Nowadays, mobile phones are available with most of the people who ride two-
wheelers because it has become handy and easy to use. However, to minimize
the distraction of users while driving for navigation information, we are using a
processing unit known as the Intel UP2 board. The main reason for using an external
board is that the user need not use his mobile phone for the navigation purpose. In
addition, we cannot have the whole processing in the navigation hardware, as these
are small microcontrollers and have very little power supply. Therefore, we have
attached a GPS module and display to this board, which must be kept at a comfort-
able place before the rider. As this is a prototype, we have used the Intel UP2 board or
else it can be directly integrated into the vehicle itself. The designed interface of the
board is explained below. Figure 4 shows the initial page of the application, in which
the user must enter the source and destination of his route. Similar to Google Maps
App, he can choosewalking or driving.Walking can be chosenwhen the two-wheeler
is a cycle.

On clicking the source or destination text input field, the user will be redirected
to the area of the Google Maps around his location. The user can use the red pin for
selecting the location or use the nearby places for selecting the source or destination.
We have used Google places API and Maps API for better user experience (UI)
(Fig. 5).

After entering the source and destination, the user will be redirected to the page,
where the user needs to select the glove hardware to which the Intel UP2 board needs
to send the data. The page consists of all the available nearby Bluetooth devices.
Select the navigation glove (name of the Bluetooth on the hardware). On clicking the
Bluetooth name, the Intel UP2 pairs with the hardware for sending the navigation
details (Fig. 6).

After the Intel board successfully pairs with the hardware, it starts sending the
direction and distance of the upcoming turn details in the form of JSON. It uses
the GPS location from the GPS module attached to it and the Google Geolocation
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Fig. 4 Source and
destination field in the
display

Fig. 5 Screen for selecting the custom source and destination
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Fig. 6 Display screen for
showing and connecting with
the available Bluetooth

and direction APIs for getting the required information. For debugging purposes, a
toast kind of message is shown at the bottom of the screen. At this point, the user
has finished the configuration and they can start the journey. The same information
shown in the toast will be transferred to the hardware through Bluetooth (Fig. 7).

4.2 Internal Working

Immediately after pairing the hardware with the Intel UP2 board, the board gets the
user present location and pings the Google Maps API along with the destination
location for getting the details of the upcoming turn. The returned data will be in the
form of JSON. It consists of a lot of information regarding the direction of a turn
to be taken, the distance of the upcoming turn, etc. It uses the link for pinging the
Google Maps API for getting the information.

The received JSONdata consists of start and end location coordinates, travelmode
selected, the distance for the upcoming turn in kilometers and meters, the direction
of the turn, time taken to reach the turn, etc., (Figs. 8, 9, and 10).
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Fig. 7 Display screen for
debugging purposes

Fig. 8 Intel UP2 board for
getting the direction and
distance information
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Fig. 9 GPS sensor attached
to Intel UP2 through TTL
dongle

Fig. 10 Display for
providing the user Inputs

4.3 Hardware for Navigation

The hardware for navigation mainly comprises a microcontroller, Bluetooth module,
power regulation circuitry, and LEDs for indication. ATTiny85 is the microcontroller
used for processing the data obtained from the application. ATTiny85 is used due to
its small size, which can minimize the circuitry, but it can neither process huge data
nor accept heavy codes since its flashmemory is only 8KB.HC-05Bluetoothmodule
is used for receiving data from the board, and another pair of Bluetooth modules is
used to communicate between the gloves. For regulating the 9 V voltage across the
circuit, we have used LM7805 MOSFET, 1 µF ceramic, and 10 µF capacitors. The
data received by the Bluetooth is sent to the microcontroller on the respective glove,
which will parse the data to determine the direction, the distance of turn; depending
on this information, the LED blink rate is executed (Figs. 11 and 12).

The below code is used to parse the obtained coded data and extract direction of
the turn, distance in which turn is to be taken, etc., information from it (Fig. 13).
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Fig. 11 Experimental setup of the proposed system

Fig. 12 Experimental setup
visualized as a wearable

_________________________________________________________for (int i = 0; i 
< input.length(); i++) {

if (input.substring(i, i + 1) == ",") {
pieces[counter] = (input.substring(lastIndex, i)).trim();
lastIndex = i + 1;
counter++;

} 
} 

In Fig. 11, the experimental setup of our proposed system, which can be attached
to the user’s hand, or the handle of the two-wheelers is shown. The visualization of



An Innovative and Inventive IoT-Based Navigation … 329

Fig. 13 Connection diagram of the navigation hardware

this experimental setup as wearable can be seen in Fig. 12. The complete connection
diagram, a schematic diagram is shown in Fig. 11.

5 Component Table

See Table 2.

6 Results

The complete testing and results are obtained in real time. Figure 14 shows the
blinking of right LED and left LED when obtained a similar format JSON code as
explained in Sect. 4.2.

Figure 15 shows the blinking of left glove LED at a normal rate indicating a left
turn to be takenwhen there is a left turn indication by the display. Figure 16 shows the
simultaneous blinking of both LEDs for the indication of straight movement for the
driver. Figure 15 shows the blinking of the right glove LED at a faster rate indicating
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Table 2 Cost of each
component and their
respective quantity

S. No. Component name Quantity Price

1 Attiny85 2 $6

2 Bluetooth module (HC-05) 3 $23

3 LM7805 MOSFET 2 $1

4 9 V battery 2 $2

5 GPS module 1 $10

6 1 µF ceramic capacitor 2 $0.5

7 10 µF capacitor 2 $0.5

8 LED’s 4 $1

9 Switches 2 $2

Fig. 14 Demonstration of working of the navigation hardware

a right turn to be taken when there is a right turn indication by the app, where the
turn is less than 50 m (Fig. 17).

7 Conclusion and Future Enhancements

IoT has been growing in the present day in a very appreciable manner. We have
used the same for developing a useful product, which minimizes the accidents and
confusion of drivers regarding the navigation while driving [6–10]. Although these
days’ mobile applications have become abundant sources for navigation, even then
they are not able to overcome the inconvenience in navigation for the drivers while
driving. With further research, we can develop a cost effective solution of the same
idea by using a mobile application instead of Intel UP2 board or even integrate the
same methodology in the two-wheeler itself. The proposed system can be readily
implemented in the market, but the following enhancements can improve its market
value.
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Fig. 15 Indication of left turn by our proposed system

Fig. 16 Indication of straight by our proposed system

• There aremany caseswhere the drivermissesLED indication due to improper visi-
bility. Therefore, by introducing the vibration motors, indication can be notified
properly even in bad light ambiance conditions.

• In many countries, pavements are provided separate tiles for visually challenged
people so they do not feel difficulty while walking straight but they usually face
difficulty during turnings, and mostly, they take external help. These turns can be
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Fig. 17 Indication of right turn by our proposed system

indicated by vibration at the turn, and voice assistants can be added in the mobile
application for assisting blinding people in selecting various features like source,
destination.

• If the hardware is used in the form of glove, then the food delivery and cab drivers
personnel’s glove can be integrated with NFC to support faster payments.

• For rugged usage of a glove, it must be made waterproof and shockproof which
can protect the circuitry from water, the driver from shock during a rainy day.

• Presently, we are representing only some of the Google maneuvers. In the future,
a smart user interface is to be developed like OLED, hologram for effective
representation of all the available maneuvers.
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Deploy—Web Hosting Using
Docker Container

Minto Sunny, Sen Shaji, Sheen Sabu, Udith Uthaman, and Gemini George

Abstract In traditional web hosting, websites/web applications are configured on a
bare metal server a virtual private server. For hosting multiple websites, directories
are created for each website and a Linux user is created corresponding to each
website. This means that a single web server/application server daemon process is
responsible for serving all these websites. This is called shared web hosting. This
is not a suitable solution if your application handles secret or sensitive data such
as credit card numbers and bank account information. If any application handles
secret/sensitive data, such applications must be deployed on dedicated servers, this
is costly. This paper presents the docker containers technology which is currently
being used inmany production environments to package their applications in isolated
environment. Further, the work elaborates how docker technology has overcome the
previous issueswhich includes building and deploying large applications. The docker
container-based deployments on the other hand isolate a website/web application and
it’s dependencies into self-contained units which we can run anywhere.With docker-
based deployment, we can achieve a docker cloud where we can horizontally scale
up and scale down the containers dynamically based on the traffic volume. Further,
we can run a large monolith application or a micro-service on a docker container.

1 Introduction

Containers have unique recognition because of its importance in virtualization of
infrastructure. One ormore independentmachines run virtually on physical hardware
via an intermediate layer, containers run the user space on top of the operating system
kernel. Docker containers provide the difference between more than one user work
space instances.
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This paper exclusively discusses one of the containers technologies which is
currently being used in many production environments to package their applications
in isolated environment. The new docker containers are none other than docker which
changed the view of deploying the applications in production environment. Docker
is an open-source engine which was introduced by Docker Incorporation in 2013
under apache 2.0 license. The primary goal of the docker is to provide fast and
lightweight environment in which to run the developers code as well as the efficient
workflow to get that from the Dev environment to test environment and then into
production environment [1]. Docker containers are built from application images
which are stored and managed in docker hub. Users can also create their own docker
registries to store their customized images which are created from a docker file or
from an existing container.These flexible functionality features of docker have made
it popular with in no time (Fig. 1).

Docker is one of the easiest ways for web hosting. Docker is a software platform
that allows to test, build and deploy web applications. The easiest way or the basic
way is just setting up a server and an Nginx. This reduces the network traffic and
provides high security. By using docker, all the servers remain isolated that increase
the security. It is most effective when we host bank in websites because each of
the servers remains independent. The web servers are implemented inside docker
containers, and hence, each server remains independent and isolated [2]. This too 2q
reduces network traffic. Another advantage of this is that when any of the servers are
failed, thread is divided into the rest of the servers. For this purpose, we use a load
balancer [3].

Fig. 1 Architecture
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The main objectives of this web hosting using docker container are that it can
decrease deployment to seconds. This is because of the fact that it can create a con-
tainer for every process and even does not boot an OS. Thus, even without worrying
about the cost to bring it up again, it would be higher than what is affordable and
data can be created as well as destroyed. Docker guarantees that applications that
are running on containers are completely segregated and isolated from each other by
granting us complete control over traffic flow andmanagement and thus is safer from
a security point of view. The way docker handles the problem is one of the main key
benefits of it. It gives flexibility to users to take their own configurations, put that into
the code, and further deploy it without any problems. However, the requirements of
the infrastructure are no longer linked with the environment of the application, as
docker can be used in a wide variety of environments [4].

In today’s application development environment, these large applications have
been divided into small applications which collectively run across a collection of
commodity hardware. Containers have become handful in running such applications
on the same OS as they share the same kernel and hardware [5]. In this paper, we
are discussing new container technology which is docker and we will be presenting
how this technology has overcome the previous issues which includes building and
deploying large applications. This paper also discusses the security features of docker
which provides an additional layer of isolation and security for application services
[6].

2 Related Works

2.1 Web Hosting

Web hosting is a service that permits individuals and companies to publish a web
page or website on the Internet. Consequently, a web hosting service provider or a
web host is an organization that offers the services and technologies required for the
web page or website to be seen on the Internet. Servers are large huge storage spaces,
special computers that store websites.

While online userswant to viewawebpageorwebsite, all theyhave to do is to enter
the web page address into their search browser. Their computer will subsequently
connect to the server, and the browser will display the web page. Generally, web
hosts expect that the client have already got a website name so on host with them.
However, the online host can assist the client in purchasing a website name just in
case they are doing not have one. The Internet offers numerous web hosting options.
There are generally two types of hosting a description of which follows.

• Dedicated Hosting: Dedicated servers are deployed by companies to meet the
ever-growing computing demand. More storage and more security are wanted by
companies. View Original Cloud severs are often utilized in lieu of dedicated
servers [7] this may not only decrease the general IT budget of companies but are
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going to be more flexible. Dedicated hosting plans are ideal for large organizations
or websites with much higher traffic [8]. The clients get full control of the server
which allows them to configure it to satisfy their own needs. The dedicated plans
also come in managed and unmanaged forms where the hosting center can manage
the server for the client in case of any problems. Dedicated managed servers are
generallymore expensive.Thepricing is also influencedby the amount of resources
needed such as bandwidth, storage space, and amount ofRAM, amongother things.

• Shared Hosting: Shared hosting may be a quite web hosting in which multiple
websites reside on oneweb server. It is cost-effective andmakes the administration
easier for websites’ owners [9]. However, shared hosting has some performance
and security issues. In default shared hosting configuration, all websites’ scripts are
executed under the online server’s user account no matter their owners. Therefore,
an Internet site is in a position to access other websites’ resources. This security
problem arises from lack of proper isolation between different websites hosted
on an equivalent web server [2] during this survey, we have examined different
methods for handling mentioned security issue [2].

2.2 Docker

Docker is an open-source platform that runs applications and makes the tactic easier
to develop and distribute. The applications that are inbuilt the docker are packaged
with all the supporting dependencies into a typical form called a container. Such
containers keep running in an isolated way on top of the operating system’s kernel.
Docker provides a facility to automate the applications when they are deployed into
Containers [10] during a container environmentwhere the applications are virtualized
and executed, docker adds up an additional layer of deployment engine on top of
it. The way that docker is meant is to give a quick and a lightweight environment
where code can be run efficiently, and moreover, it provides an additional facility of
the proficient work process to require the code from the computer for testing before
production [11].

Internal Components of Docker: There are four main internal components of
docker, including docker client and server, docker images, docker registries, and
docker containers. These components will be explained in details in the following
sections.

• Docker Client and Server Docker is often explained as a client and server-based
application. View Original The entire RESTful (representational state transfer)
API and a instruction client binary are shipped by docker. Docker daemon/server
and docker client are often run on an equivalent machine or an area docker client
is often connected with a foreign server or daemon, which is running on another
machine [12].

• Docker Images There are twomethods to create a picture the primary one is to build
a picture by employing a read-only template. The foundation of each image may
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be a base image. Operating system images are basically the bottom images, such as
Ubuntu 14.04 LTS, or Fedora 20 the pictures of operating system create a container
with a capability of complete running OS. Base image also can be created from the
scratch. Required applications are often added to the bottom image by modifying
it, but it is necessary to create a replacement image. the method of building a
replacement image is named “committing a change.” The second method is to
make a docker file. The docker file contains a listing of instructions when “docker
build” command is run from terminal it follows all the instruction set and builds
an image this is often an automatic way of building an image [5].

• Docker Registries Docker images are placed in docker registries. It works corre-
spondingly to source code repositories where images can be pushed or pulled from
a single source. There are two types of registries, public and private. Docker hub is
a public directory where everyone can request needed images and push their own
images without creating an image from the scratch. Images can be distributed to a
particular area (public or private) by using docker hub feature.

• Docker Containers Docker image creates a docker container. Containers hold the
whole kit required for an application, and therefore, the application can be run in
an isolated way. for instance , suppose there is a picture of Ubuntu OS with SQL
SERVER, when this image is run with docker run command, a container will be
created and SQL SERVER are going to be running on Ubuntu OS.

Harness a company based in Sanfrancisco, the industry’s first continuous delivery-
that performs service-as-a-platform designed to provide a simple, safe and secure
way for engineering and DevOpsteams to release applications into production. Its
headquarters is in San Francisco , CA(USA). Harness, found in 2016, uses machine
learning to detect the quality of deployments and automatically roll back failed ones,
saving time and it reduces the need for custom scripting and manual oversight.
Harness automates the whole continuous-delivery process, uses machine learning
to support when deployment fail. Every developer on the earth can enjoy releasing
their code quickly and securely. But so far, they’ve had to depend on custom scripts
and manual processes [13]. As we have seen in the previous sections, there are many
existing solutions but they all have drawbacks at the same time. Existing systems are
either costly or they would need an additional tool or requirements. With docker-
based deployment, we can achieve a docker cloud where we can horizontally scale
up and scale down the containers dynamically based on the traffic volume. We can
run a large monolith application or a micro-service on a docker container [14].

3 Proposed Work and Approach

This paper exclusively discusses one of the containers technologieswhich is currently
being used inmany production environments to package their applications in isolated
environment. This newly evolved containers are none aside from docker which has
changed the attitude of deploying the applications in production environment. The
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primary goal of the docker is to provide fast and lightweight environment in which
to run the developers code as well as the efficient work flow to get that from the Dev
environment to test environment and then into production environment. Users can
also create their own docker registries to store their customized images which are
created from a docker file or from an existing container. These flexible functionality
features of docker have made it popular with in no time [15].

Web hosting is a service that permits individuals and companies to publish a
web page or website on the Internet. Docker is one of the easiest ways for web
hosting. Docker is a software platform that allows to test, build, and deploy web
application. The easiest way or the basic way is just setting up a server and an Nginx.
This reduces the network traffic and provides high security. By using docker, all
the servers remain isolated that increase the security [4]. It is most effective when
we host banking websites because each of the servers remain independent. The web
servers are implemented inside docker containers, and this iswhy each server remains
independent and isolated. This too reduces network traffic. Another advantage of this
is that when any of the servers are failed, thread is divided into the rest of the servers.
For this purpose, we use a load balancer.

The main objectives of this web hosting using docker container is it can decrease
deployment to seconds. It is because of the fact that it can create a container for
every process and event does not boot an OS. Hence, even without worrying about
the cost to bring it up again, it would be higher than what is affordable, data can be
created as well as destroyed. Docker makes sure that applications that are running on
containers are completely segregated and isolated from one another , from a security
point of view, by granting us complete control over traffic flow and management.
The way Docker simplifies the matters is one of the key benefits of it [16]. It gives
flexibility to users to take their own configuration, put that into the code, and further
deploy it without any problems. However, the wants of the infrastructure are not any
longer linked with the environment of the appliance, as docker are often utilized in
a good sort of environments.

In today’s application development environment, these large applications have
been divided into small applications which collectively run across a collection of
commodity hardware. Containers have become handful in running these applications
on the same OS as they share the same kernel and hardware. The mission of docker
is to supply following features.

3.1 Easy and Lightweight Way to Model Reality

Dockers are so fast such that one can easily containerize their applications within
minutes. Users can modify their applications and dockerize their applications within
no time. When a change is applied to an application a new container will be created
to run these modified applications. Docker container launches instantly. Then the
modified applications are packaged into the newly created containers [16].
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3.2 Logical Segregation of Duties

With docker, it has become easy for an organization to segregate the duties between
development and operations teams. Development focuses on developing the applica-
tions inside the containers while operations team focuses onmanaging these contain-
ers [17]. Docker enhances the consistency by providing the same environments in
which developers write the code and operations team deploy the code. This method-
ology removes the conflicts between Dev and Ops teams by resolving “worked in
Dev, failed in Ops” problem.

3.3 Fast and Efficient Application Life Cycle Development

The downtime within the production environment is often reduced by using docker.
They reduce the cycle time between code being written by developers and code being
tested, deployed by the operations team into the production environment [2].With the
above features, docker has resolvedmany challenges like dependency hell, imprecise
documentations, tackling code-rot with image versions and barriers to adoption and
research [4]. Docker containers also enhance the security features of application in
twoways. One is by providing isolation between application and another is providing
isolation between application and host system. They also reduce the host surface area
to protect both the host and co-located containers by restricting access to the host.

4 Implementation Details

4.1 Website Implementation

First of all, we’d like to put in the docker engine on of these host machines. We need
to install few packages and setup stable repository, finally install the docker engine
on the host machine. After installing the docker engine successfully, we deploy our
website in that container which can be accessed by the outside world. Here, we will
be creating a docker file which consists of all the instructions which are needed to
host our website which is running inside our container. Before that we need to build
ourwebsite and it should be ready to get deployed in our container. Here, we are using
ubuntu as our container OS and running the update command inside the container.
Figure2 describes the overall design of the work.

Once our image has been ready to use, we should be able to spin our container to
host our website. After creating the directory, we will be using docker run command
and few other parameters to spin our container. Once the command has been executed
Docker engine will spinning up a container with a random container id. If we want
to change the content of our website, we can simply change the code in “index.html”
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Fig. 2 Overall design

file on our docker host. Since it is mapped to the container our website content will
be changed automatically, once we refresh our web page. We can create an image
out of our container using docker commit command followed by our container name
and desired image name. Once the image has been created, we will be pushing the
image to our docker hub repo using docker push. Client needs to login to our website
and log in to his account. If the client does not have an account he has to create
one using our registration link. After creating an account, the client can upload files
and save it. In our main site, his work will be deployed and anyone can access his
project and use it. So there is an administrator, a client who owns the project, and a
user who uses the client’s project. For example, the client has the program code for a
simple calculator: Firstly, he uploads his file into ourwebsite in his own account, after
successfully uploading the file his workwill displayed in themain site as a calculator,
and the user can use the client’s project. Simply we provide a space for deployment.
When the project file is uploaded, a docker container is automatically created and the
file is placed inside the container. The aspect of containerization is gaining a lot of
attention specially with the surging popularity of docker engine for simplifying and
streamlining containerization. Docker image creates a docker container. Containers
hold the entire kit required for an application, and therefore, the application is often
run in an isolated way for instance, suppose there’s a picture of Ubuntu OSwith SQL
SERVER, when this image is run with docker run command, then a container are
going to be created and SQL SERVER are going to be running on Ubuntu OS.

The system is divided into three modules:

1. Registration
2. Code uploading
3. Containerization
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Fig. 3 PHP web app for
uploading a file

Registration: Registration module consists of procedures for client registration
where each client must register within the website. A user gains access to a com-
puter system through security measures. The registered user details are going to be
but future uses. they are a security measure designed to stop unauthorized access to
confidential data. When a login fails (i.e., the username and password combination
does not match a user account), the user is disallowed access.

Code Uploading: Here, the client is permitted to upload the project. Client side code
is the front-end UI code. The static files do not change in the entire application’s life.
Static files got to exist somewhere in order that your users can download and run
them in their browser on the client side. Server side code deals with all the logic of
your application [5]. It should be run on a server (machine), commonly a virtual one
like an EC2 instance, much like run it when developing locally.

Containerization: We are using docker sdk for python for the containerization work
easily.

4.2 Web App Implementation Using Docker

Nowadays, many people develop CRUD applications and they need a platform to
deploy their application so that they can access it anywhere. Here we are offering
an easy to use web GUI-based tool which they can use to easily upload and deploy
their code use containers to store web applications. Figure3 is a php web app for file
uploading is running in a docker container.

We will only be supporting PHP and MySQL-based applications Key Benefits
Include: Optimize Application Virtualization, Simplify Deployment and Migration,
Scale the Apps Smoothly, Improve App Security, Speed up of the Applications.
Figure4 describes a simple calculator web app runs in a docker container.

5 Conclusion

From this paper, we can conclude that docker containers have made application life
cycle development easy in all the environments such as develop, test, and production.
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Fig. 4 PHP Web app in a docker container

It also evident that docker is often wont reproduce the environments on our local
desktops or remote servers and deploy our applicationwith no additional requirement
of tools whichmay consume the resources of themachines. It also evident that docker
are often wont to reproduce the environments on our local desktops or remote servers
within no time to check and deploy our application with no additional installation of
tools which may consume the resources of the machines.
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Enhancement of VerticalThings DSL
with Learnable Features
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M. P. V. Roshan Patnaik, and G. Gopakumar

Abstract Resource-efficient ML for edge and endpoint IoT devices is a field of
active research and increasing development. Libraries have been providing support
for machine learning enthusiasts to run ML algorithms in the cloud. Executing ML
algorithms on motes is a challenge, as resources are highly constrained. To opti-
mally use these resources, the developer often needs to have complete knowledge
of the underlying architecture. VerticalThings is a domain-specific language (DSL)
developed for programming ML-based embedded applications. The language offers
constructs for key platform functions such as resource management, concurrency,
task isolation, and security. This enables static analysis of (a) important safety and
security properties, and (b) timing and power considerations. To enhance this DSL
further, we developed a DSL named FieryIce which provides intelligent learning of
parameters based on sensor data. We would integrate both the DSLs within the IDE
developed for VerticalThings. The learnable parameters are learnt at compile time
avoiding the use of scarce memory of the embedded systems. This paper shows the
capabilities of a domain-specific language (DSL) named FieryIce which is designed
to help embedded developers use VerticalThings and develop ML-based embedded
applications with ease. The contributions of this article are: (a) A domain-specific
language (DSL) named FieryIce and it is capabilities to perform machine learning-
related tasks; (b) how FieryIce helps students better their understanding of machine
learning algorithms.
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Keywords Machine learning · DSL · FieryIce · Linear regression · Logistic
regression

1 Introduction

During recent years, there has been an increase in the use of IoT devices to automate
and better perform many tasks. Highly innovative solutions have been made such as
using IoT devices to perform better agronomy [1], monitoring the quality of water
[2] and helping patients who need long term personal care [3]. In all such solutions,
the use of ML if any is mostly performed in the cloud. There exists several problems
with this approach such as cost of bandwidth, lack of security, and lack of network
reliability. This encourages solutions which perform ML in the edge device itself.
VerticalThings is aDSLwhich helps performMLonmotes. FieryICE is a supplement
to VerticalThings.

1.1 Background

Linear Regression Linear regression [4] models the relationship between a scalar
response (or dependent variable) and one or more explanatory variables (or indepen-
dent variables). It is often used to solve problems related to prediction, forecasting,
and error reduction by fitting a predictive model to an observed dataset of values of
the response and explanatory variables.

Logistic Regression A logistic model [5] is often used to model the probability of
occurrence of a certain class or an event. Such kinds of models are generally used
to determine if an event occurs, however, it can be extended to determine if several
events occur. It is a general practice to assign Boolean values to the occurrence of
each event, such as if an event occurs its output is considered as 1 and if not it is
considered as 0. It should be noted that the sum of probabilities of the event occurring
and not occurring is 1.

Gradient Descent Gradient descent [6] is a first-order iterative optimization algo-
rithm for finding a local minimum of a differentiable function. It is often used to
find the local minimum of a convex function. There are several variants of gradient
descent like ‘Adam gradient descent,’ ‘batch gradient descent,’ ‘mini-batch gradient
descent,’ etc.

Automatic DifferentiationAutomatic differentiation (AD) [7] is a set of techniques
to numerically evaluate the derivative of a function specified by a computer program.
It takes advantage of the fact that every program, nomatter however complicated it is,
can be broken down into a sequence of steps which execute arithmetic operations and
call elementary functions (like sine, cosine, tangent, and exponential). AD applies
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chain rule repeatedly to these operations to compute the derivative of the function.
There are two modes of AD, forward mode and reverse mode. In forward mode AD,
the independent variable is fixed with respect to which differentiation is performed
and computes the derivative of each sub-expression recursively. In reverse mode AD,
the dependent variable to be differentiated is fixed and the derivative is computedwith
respect to each sub-expression recursively. The reverse mode computes gradients in
an extremely efficient way, at least theoretically[3]. This is why it is one of the most
promising modes of AD [7].

VerticalThings VerticalThings [8] is a programming language that provides the
functions of a secure microkernel for embedded and IoT applications. Toward this
purpose, a type system based on the capability model is proposed, in which resource
classes are abstracted as capability classes. VerticalThings enables static analysis of
key properties including safety, security, power, and timing considerations. It is used
by embedded developers due to its expressive power and high level syntax which
helps user write secure and efficient code easily.

Related Work Several DSL’s which help performing specific ML-related tasks do
exist, such as CVXPY [9] a DSL which helps users solve convex optimization prob-
lems; however, CVXPY does not let the user choose which type of optimization
strategy to use, we address this limitation in FieryICE. There exists another DSL
named Jet [10] which is meant for high performance big data processing in embed-
ded devices. However, Jet does not support rule-based machine learning (RBML).
RBML is a preferred solution over neural networks for mission critical situations
because it is important for the programmer to be able to infer and easily understand
why a particular decision was performed, which is simply not possible in neural net-
works. RBML is increasingly used in embedded devices, and much support does not
exist as of now for such use cases, FieryICE is an attempt to address this limitation.

1.2 Problem Definition

Embedded developers writing ML code in VerticalThings have to write code to train
their model from the scratch, as VerticalThings does not have any supporting ML
libraries currently. Writing training code from scratch often becomes repetitive and
redundant work which consumes a lot of development time. This limitation forces
the developer to shift to a higher level language for training his model separately
making it less developer friendly. FieryICE intends to provide intelligent learning of
model parameters, especially suited for rule-basedmachine learning (RBML) during
compile time which exempts developer from writing tedious architecture-specific
code in the nascent VerticalThings language nor to shift to a high level language for
this purpose. FieryICE would be integrated with the IDE of VerticalThings.
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2 Proposed System

We propose a domain-specific language named FieryICE that supports VerticalTh-
ings, for addressing the problems persisting in programming ofML-based embedded
applications and also help nascent ML programmers learn and use basic ML algo-
rithms. Users of VerticalThings have to shift to a high level language like Python
for training and learning parameters that are used in the embedded applications. The
proposed DSL alleviates the pain of users of VerticalThings by providing simple
syntax which will learn the parameters. ML algorithms especially their training is
computationally intensive and involves a lot of matrix and vector operations. Fiery-
ICE has high level syntax which supports nested matrix and vector-based arithmetic
operations. The proposed language and syntax make code more readable and expres-
sive. FieryICE helps developers model and run linear and logistic regression tasks
with a few lines of code. FieryICE lets developersmodel equations which can include
scalars, matrices, nonlinear trigonometric, and logarithmic functions. FieryICE can
be integrated with VerticalThings through the vtIDE, a special IDE designed for Ver-
ticalThings. This would help developers run FieryICE code quickly without leaving
the vtIDE. These features of FieryICE make VerticalThings more usable and will
bring in more competitive advantage and innovation within the domain.

3 The Language

3.1 Grammar of the Language

The language is simple and intuitive. The following is a glimpse of the grammar.

f i le : learnline inputline matrixdecls∗ equation∗ outputline EOF;

Learn Line The first line of the file will be the learn line which takes the parameters
to be learnt as input. Ex: The learnable parameters in a simple regression equation
y = m ∗ x + c where x is the feature and y is the expected output as decided by m
and c.

learnline_ : LEARNLPAREN varl is t RPAREN

Eg: learn (m, c) ;

Input Line This line is used to specify the variables in the model that are considered
as input.

inputline_ : INPUT LPAREN varl is t RPAREN

Eg: input (x) / / where x is feature data
input (x,y, z) / / where x y z are feature data
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Matrix Declarations Every variable in the language is by default a matrix of size
1 * 1 which can be considered as a scalar. The data can also be fed in the form of
matrices. The matrices have to be declared with proper dimensions in the next line.

Eg:matrix m[3][3] ,c[3][3] ,y[3][3] ,x[3][3]

Model of the Algorithm Following lines will define the model of the algorithm. The
model contains one or more equations which the data fits into.

Eg:
a = 2 ∗ x + z
b = 4 ∗ a
k = a + ( b ∗ o )
l = b + k
y = (m ∗ l ) + c

Output Line The last line is used to specify the variables that are considered as
output in the above equations. The equation corresponding to the output variable is
considered as the model which gives the final expected output.

outputline : OUTPUTLPAREN varl is t RPAREN

eg: output(y) / / expected output y i . e , the result of transformations
by the equations given in the model.
output(y, z)

Listing 1.1 and listing 1.2 contain a few complete code samples of the DSL.

Listing 1.1 FieryICE Code Snippet 1
learn (m,c) / /m,c are learnable parameters
input (x,z ,o) / / x, z ,o is the training data
a = 2 ∗ x + z
b = 4 ∗ a
k = a + ( b ∗ o )
l = b + k
y = (m ∗ l ) + c
output(y)

Listing 1.2 FieryICE Code Snippet 2
learn (m,c)
input (x)
matrix m[3][3] ,c[3][3] ,y[3][3] ,x[3][3]
y = m∗x + c
output(y)
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3.2 Compilation of Code

The FieryICE files are storedwith a ‘.fy’ extension. The FieryICE filewhen compiled
generates a Python code which executes the ML algorithm. The Python code learns
the learnable parameters specified in the FieryICE file based on the input data, model
and the output data provided.

Input File The input data is provided in an input file. The data in the input file is
given in separate lines for each variable specified as input in the FieryICE code. If
the first variable in the input line x is declared as matrix of dimensions m, n, i.e.,
x[m][n] in the FieryICE code, the Python code expects a list ofm× n space separated
integers/float/double precision numbers all of same type in the first line of input file.
If a variable is not declared as a matrix in the FieryICE code, it is considered as a
1×1 matrix and only one number is expected as input by the generated Python code.

Output File The expected output is provided in the output file. The output data is
given in separate line for each variable specified as output in the FieryICE code. The
output file contains data in the same order of output variables specified in FieryICE
code. The format is similar to that specified in the input file.

Execution of Code The code can be executed with the help of a shell script which
performs actions in the following sequence. Compile FieryICE file → Generate
Python code → Execute the Python code → Return the learnt parameters.

4 Internal Working

4.1 Lexer and Parser

Wehave usedANTLR [11] specifications to write the lexical tokens and the grammar
of FieryICE.ANTLR is a powerful parser generator that generates parserswhichwere
used by us to build parse trees, and the data structure representing how a grammar
matches the input. We have also used ANTLR to generate tree walkers based on the
grammar and they are used to visit the nodes of those parse trees to generate abstract
syntax trees (AST).

4.2 Abstract Syntax Tree

The FieryICE compiler converts the user written FieryICE code to Python3 code. To
do the same, we generate an abstract syntax tree (AST) of the DSL code using the
ANTLR tree walkers. The AST generator converts the nested arithmetic operations
written by the user to multiple binary/unary operations, and links them using tem-
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Fig. 1 AST of simple
expression

Fig. 2 AST of expression
involving trigonometric
function

porary variables. For example, if the user code is d = (a + b)/c, the AST generator
converts it to the tree shown in Fig. 1.

The root node in the AST represents the output variable of the user code. The leaf
nodes of the constructed tree represent the learnable and input variables defined by
the user. Every other node is the result of calling an operation on its children. Cur-
rently, there are two kinds of operations arithmetic and function calls. An arithmetic
operation needs two nodes, while a function call is on a single node. AST for the
expression c = sin(a + b) is in Fig. 2.

4.3 Generation of Python3 User Code

After the AST is generated, we generate the equivalent Python3 code by performing
a depth first search (DFS) [12] traversal of the AST and generating the equivalent
code for every operation being performed. For the above AST, the generated Python3
code would be
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_t0 = a
_t1 = b
_t2 = a + b
_t3 = c
_t4 = _t2 ∗ _t3
d = _t4

4.4 Support for Matrix and Vector Operations

FieryICE has a high level syntax which lets programmers to define arithmetic opera-
tions on matrices and vectors just like we do for scalars. To provide support for such
kind of syntax, internally, we are converting every variable defined by the user to an
object of the ‘variable’ class. The ‘variable’ class is used by the FieryICE compiler,
standard arithmetic operations like ‘+’, ‘−’, ‘*’, ‘/’ between objects of variable class
have been overridden and the result of such operations is again an object of variable
class. A user-defined matrix of dimensionm × n is converted to an object of the vari-
able class having a 2D list of dimensions m × n. A user-defined scalar is converted
to an object of the variable class having a 2D list of dimension 1 × 1. This helps us
to generate Python3 code for matrices the same way we generate code for scalars.

4.5 Cost Function Generation

If the programmer defines a variable to be learnable, then we populate the generated
variable object with symbolic variables of CASADI.When operations are performed
between symbolic variables and a scalar/matrix, the return is also a symbolic variable.
Because of this the predicted output which is obtained by running the generated
Python3 code would be a symbolic variable. We use this predicted output to form the
cost function, cost function is defined as the mean squared error between expected
and predicted output. As the predicted output is a symbolic variable, even the cost
will be a symbolic variable

Cost = 1

2m

m∑

i=1

(
yi − ŷi

)2
. (1)
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4.6 Cost Minimization

We use the widely used and efficient gradient descent technique to find values of the
learnable variables such that the cost function is minimized. We tested out various
variants of gradient descent and have noticed that there is no universal most optimal
technique, and the optimal technique to be used depends upon the dataset used, so we
have provided an interface which lets the programmer choose the variant of gradient
descent he wants to use. To speed up batch, mini-batch, and stochastic gradient
descent, we have used backtracking line search algorithm [13] to dynamically update
the learning rate for faster convergence.

Batch Gradient Descent Batch gradient descent updates the parameters by com-
puting the gradient of the cost function with respect to the learnable variables for the
entire training dataset.

θ = θ − η ∗ �θ J (θ) . (2)

As it has to iterate the entire dataset to update, a single parameter batch gradient
descent is very slow.

Stochastic Gradient Descent Stochastic gradient descent performs a parameter
update for a training example.

θ = θ − η ∗ �θ J (θ; x (i); y(i)) . (3)

Due to this, it is considerably faster than batch gradient descent. Since the update
happens for each sample, the gradient transitions look noisy.

Mini-batch Gradient Descent Mini-Batch gradient descent is a merge of both
stochastic and batch gradient descent, instead of iterating over the entire dataset,
it iterates over batches of fixed size, and this way it is faster than batch gradient
descent. As there is more than a single sample in the batch, the randomness is con-
siderably reduced and it converges smoother than stochastic gradient descent.

θ = θ − η ∗ �θ J (θ; x (i :i+n); y(i :i+n)). (4)

Adam Gradient Descent Adam [14] is an optimization algorithm that can be to
update the network weights iteratively based on training data. The method computes
individual adaptive learning rates for different parameters from estimates of first
and second moments of the gradients. Adaptive gradient algorithm (AdaGrad) that
maintains a per-parameter learning rate that improves performance on problems with
sparse gradients (e.g., natural language and computer vision problems). Root mean
square propagation (RMSProp) that also maintains per-parameter learning rates that
are adapted based on the average of recent magnitudes of the gradients for the weight
(e.g., how quickly it is changing). This means the algorithm does well on online and
non-stationary problems (e.g., noisy). The algorithm calculates an exponential mov-
ing average of the gradient and the squared gradient, and the parameters beta1 and
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beta2 control the decay rates of these moving averages. Empirical results demon-
strate that Adam works well in practice and compares favorably to other stochastic
optimization methods.

It is also possible for the programmer to modify the generated Python3 code to
use a custom cost function instead of the mean square error. This is possible as we
are using the CASADI library to calculate the partial derivative of the cost function
with respect to the learning parameter.

4.7 Analysis

The generated Python3 code also creates plots to help the programmer understand
the speed and the working of the algorithm. The following plots will be generated.

Cost Versus Iteration Plot The cost versus iteration plot (shown in Fig. 3) helps the
programmer understand how the value of the cost function varies over iterations. It
helps the programmer visualize whether the cost function is converging as expected
or not. The latter occurs if the variant of gradient descent used is not compatible with
the dataset provided. This would act as a prompt to the programmer to improve his
training data or change the variant of gradient descent used.

Norm Versus Iteration Plot For every learnable parameter defined by the program-
mer, a norm versus iteration plot (shown in Fig. 4) is generated. Norm of a variable
at an iteration is defined as the absolute difference between the value of the vari-
able between the previous iteration and the current iteration. This plot helps the
programmer keep track of how much a learnable variable changes over iterations.

Learnable Variable Value Versus Iteration Plot For every learnable parameter
definedby the programmer, a plot (shown inFigs. 5 and6) is generatedwhich contains

Fig. 3 Cost function over
iterations
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Fig. 4 Norm of learnt
parameter over iterations

Fig. 5 Plot of expected
value of a learnable
parameter m_0 versus actual
learnt value

Fig. 6 Expected versus
actual value of c_6
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the value of the learnable variable over iterations. In the plots, the blue line represents
the value of the learnable parameter over iterations and the black horizontal line
represents the expected value. In Fig. 5, we can see that the final value learnable
variable reaches the expected value, whereas in Fig. 6, it slightly digresses from the
expected value, this is because gradient descent minimizes the total error which
consists of error of all the individual learnable variables, but not that of a single
variable. There could be several minimums of the error function, gradient descent
finds one of such minimum.

5 Conclusion

Currently, existing popular libraries for ML often have a steep learning curve as the
API they expose is not trivial and utilizing such an API often requires the user to have
a complete understanding of theAPI and a fairly non-trivial grasp of the programming
language being used to call the API, this causes the necessity for simplistic methods
to model ML solutions. FieryICE is one such solution which alleviates the pain of
developers. This paper shows the capabilities and inner workings of FieryICE, we
have generated various plots through which we show the accuracy and efficiency
of FieryICE. This paper also serves as a foundation to those who want to create
their own DSL for ML purposes. FieryICE can be used by embedded developers due
to the unavailability of powerful and expressive libraries in low-level programming
languages, and it can also be used by those who are new to programming to learn
and experiment with ML.
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Demand-Based Dynamic Slot Allocation
for Effective Superframe Utilization
in Wireless Body Area Network

A. Justin Gopinath and B. Nithya

Abstract Wireless body area network (WBAN) is an emerging technology for
remotely monitoring the critically affected patients regularly, which is a utility plat-
form for a medical pandemic like COVID-19. IEEE 802.15.6 medium access control
(MAC) defines the communication standard to pillar the quality requirements of the
sensor nodes. Most of the existing works are focused on optimizing the conventional
MAC by adopting dynamic scheduled access and efficient contention scheme to uti-
lize the superframe structure. However, utilizing the entire slots based on demand
from different priority sensor nodes is a challenging task. To address this issue, an
efficient time slot allocation method, namely the demand-based dynamic slot allo-
cation (DDSA) algorithm, is proposed. DDSA computes sensor node priority based
on the run-time parameters such as critical index, remaining energy, and delivery
demand. The slot assignment is proportional to the priority order, and the critical
index factor resolves slot conflict. This guarantees data priority preservation with
fair allocation for critical and non-critical medical data. The simulation is carried out
using the Castalia-OMNeT++ simulator, and the results are shown that the proposed
DDSA algorithm outperforms priority-based MAC and the conventional method in
terms of packet reception rate, energy efficiency, and latency.

Keywords IEEE 802.15.6 · Scheduled access · Dynamic slot allocation ·
Superframe utilization · Fair allocation

1 Introduction

Nowadays, people are frequently affected by chronic diseases due to their lifestyle
and the surrounding environmental conditions. To control or fight against the disease,
periodic health monitoring is compulsory. They have advised the frequent hospital
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Fig. 1 Communication
process between sensor and
BNC

visits for check-up and interaction with medical officers. However, it may not be
possible for aged or disabled people. In these circumstances,WBANplays a vital role
in monitoring the patients remotely by the doctors. In WBAN, the sensors are placed
on the human body to collect the medical information. This patient’s critical data
is transmitted to the remote server, which is located in the hospital. After analyzing
the received information by the doctor, the response is communicated back to the
patient based upon the emergency of the patient. To achieve these facilities, the data
transmission in WBAN must be prioritized, uninterrupted, and congestion-free [1,
2].

The data flow inWBANhas twomodes: Firstly, the sensor nodes that are placed on
the human body are connected to the body network coordinator (BNC),which forms a
star network (intra-WBAN). Secondly, BNC transmits the received information to the
remote server through the Internet (inter-WBAN). In intra-WBAN communication,
the critical data to be transmitted to BNC within the stipulated time since sensor
nodes collects both critical and non-critical data. In inter-WBAN, each BNC has to
ensure the delivery of critical data to the hospital [3].

The communication between the sensor and BNC is illustrated in Fig. 1 in detail.
Initially, BNC broadcasts the beacon frame, which includes BAN ID, sync informa-
tion, transmission schedule, etc., to the sensor nodes. Upon receiving this informa-
tion, each sensor synchronizes with BNC. According to the schedule time slot, the
sensor wakes up and transmits the sensed data to the BNC. Along with the sampled
data, sensors send the priority requirement to the BNC. After receiving additional
control information, BNC computes a new transmission schedule and broadcasts
through the beacon frame [4].

IEEE task force introduced the IEEE 802.15.6 standard for enabling reliable
communication in WBAN. IEEE 802.15.6 protocol standard adopts three variations
of communication mode, which are beacon frame following superframe structure,
superframe without beacon, and non-beacon without superframemode. Each beacon
interval is divided into several slots called superframe. IEEE802.15.6 protocol adopts
contention-based access, slotted Aloha method, or scheduled access methods for
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accessing the channel [5]. The conventional method of scheduled access adopts
fixed slot allocation, which does not meet the Quality of Service (QoS) requirement
of critical medical application. Also, the fixed allocation underutilizes the time slots
when there are no data to be transmitted. Therefore, many research works [6, 7] are
focused on dynamic slot allocation methods, where priorities of the sensor nodes are
taken into consideration while allocating the slots. However, node’s priority alone
is not sufficient to decide on transmission order, and therefore, a set of works on
priority calculation methods are developed based on different real-time information
such as remaining energy, delivery ratio, and also the importance of the sensed data.
However, there is a research scope in improving the dynamic slot allocation without
adding additional overheads.

The challenges of dynamic slot allocation method are (i) priority calculation
of the sensor nodes (ii) utilization of entire slots (iii) fair slot allocation and (iv)
time slot conflicts. To address the above challenges, this paper proposes an efficient
time slot allocation method, namely demand-based dynamic slot allocation (DDSA)
algorithm, which preserves the data priority with fair allocation for critical and non-
critical medical data.

The contribution of the paper is the following:

1. The proposedDDSA algorithm computes the node’s priority with three real-time
metrics: critical index, remaining energy, and demand delivery, which exhibit the
network status. Based on the computed priority, the proposed algorithm assigns
the slots to the sensor nodes. The slot conflicts are resolved by reassessing the
critical index value.

2. The proposed DDSA algorithm ensures the fair allocation by dividing the exclu-
sive access to both critical and non-critical data transfer without compromising
the QoS of critical applications.

3. The simulation is carried out using Castalia with OMNeT++. The simulation
results are compared with the conventional 802.15.6 MAC and priority-based
MAC by packet reception rate, energy efficiency, and packet latency.

The remaining of the paper is arranged as follows: Sect. 2 gives the existing works
on dynamic slot allocation. The proposed DDSA algorithm is discussed in Sect. 3.
The simulation setup and the results are analyzed in Sect. 4. Finally, Sect. 5 concludes
the paper.

2 Related Works

This section discusses some of the recent amendments on dynamic slot allocation
strategies to transmit time critical data to the coordinator using different strategies.

Alam et al. [8] have proposed a throughput and channel aware (TCA) method
for scheduled channel access in WBAN applications. In the first phase, TCA selects
potential candidate links based on the packet error rate. The second phase assigns the
slot concerning node priority and data rate. The coordinator nodemaintains the status
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register to keep track of the requirements of data to be transmitted. The experiment
is carried out with different mobility patterns such as sitting, walking, and running
to obtain different path loss values and recommends the transceiver with a better
operable transmission power level. However, this algorithm assigns the slot to the
node if it has data to be transmitted without considering the criticality of the data.

The scheduled-based slot allocation and power control method is proposed by
Wang et al. [9] to optimize the energy efficiency of sensor nodes. They modeled the
optimization problem using the Markov process and used reinforcement learning
to find the optimal strategy in which the slot allocation is performed based on path
loss and data quantity. Each slot in the superframe structure is further divided into
decision and transmission phases. The coordinator node selects a sensor to access
the channel during the decision phase and adjusts its transmission power. The data is
transmitted during the transmission phase. This algorithm is attained more than 0.9
fairness index with maximal energy efficiency.

Priority-based time slot allocation (PAT) method is proposed in [10] for medical
emergency applications. PAT is a game theory approach that formulates a fitness
function of data criticality and energy dissipation factor of each local processing
unit (LPU). It uses a hawk-dove game to apply its strategy for the fitness function.
The LPU with higher fitness is benefited with higher preferences. This strategy is
effectively utilized by the LPU to transmit data for the inter-WBAN framework. The
formulation of fitness function has a challenge in collecting health data from the
different sensor to prioritize the node criticality.

Saboor et al. [11] have proposed a CSMA/CA-based dynamic slot allocation
scheme that uses a non-overlapping back-off method instead of binary exponential
backoff (BEB) to reduce the packet collisions. The slot size is computed by the
coordinator for each traffic category with the information such as payload, priority,
and data rate. The simulated results reveal that this algorithm increases the superframe
utilization by 50% than the conventional method. Sangeetha et al. [12] proposed a
fuzzy approach for dynamic slot allocation where the fuzzy-controller decision is
based on the energy consumption of the node, waiting for packets in buffer and arrival
rate.

Sun et al. [13] have proposed a priority-based medium access control scheme
(PMAC) with node priority design by considering the importance of data, sampling
frequency, remaining energy, and timeout condition for WBAN. It maximizes the
overall utility of all nodes by adjusting transmission time and order of transmission.
It is achieved by dividing the set of nodes into GOOD and BAD nodes based on
data delivery of each node. Also, the algorithm uses overtime factor to increase the
priority of node with buffered data and allows to transmit the packet within the next
superframe.

From the existing works, it is inferred that the dynamic slot allocation improves
the performance instead of fixed slot allocation. However, every proposal applies its
priority computation for assigning the slots, and they did not address the fair slot
allocation based on the run-time demand for the efficient utilization of the entire
superframe. Further, very few approaches have considered the heterogeneous traffic
within the sensor node and also the fair allocation slots for all the sensor nodes in
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the network. To alleviate these limitations, this paper proposes a novel algorithm
called demand-based dynamic slot allocation (DDSA) algorithm, which effectively
maximizes the utilization of entire slots by all the active sensor nodes.

To achieve this, the proposed algorithm divides the set of sensor nodes into a
critical and non-critical category based on their sensing data. Then, the coordinator
node performs the priority calculation based on real-time dynamic parameters such
as remaining energy, demand requirement, and importance of data. The total interval
is divided based on the requirement of emergency and non-critical messages. First,
the critical messages are served, and then the remaining interval is allocated to
non-critical messages. Thus, the data delivery of non-critical applications is ensured
through fair allocation and also increases the utilization of the entire superframe. The
next section elaborates on the proposed DDSA algorithm.

3 Proposed Demand-Based Dynamic Slot Allocation
(DDSA) Algorithm

The primary objective of the proposed DDSA algorithm is to dynamically adjust the
slot assignment based on the real-time sensor node information and to ensure fair
allocation that means all the nodes are getting a fair chance to transmit their data. The
fixed allocation does not encounter the network status, and the bandwidth is wasted
due to the unavailability of data during the allotted interval. To curtail these issues,
the dynamic slot allocation is proposed, which ensures the node priority constraints
and manages the complete interval by effectively distributing the slots to all sensor
nodes. The proposed DDSA framework is depicted in Fig. 2.

Initially, the BNC divides the set of sensors into two subsets, such as critical
application (heart or brain monitoring) and non-critical application (muscle tissue
monitoring), which is based on its importance of sensing data. Each sensor is gen-
erating different priority data (heterogeneous data). After classifying these appli-
cations, BNC in the proposed DDSA algorithm performs three-phase scrutinizing
for the dynamic slot allocation. In the first phase, BNC gathers three run-time met-
rics, which exactly mimic the current network status. First, the critical index metric
represents the significant of the current data. The sensor node assigns the different
priority values to indicate the criticality of the current data. If the packet has a higher
priority, then it is assumed as emergency data by the BNC. The second metric is the
remaining energy of the node, which checks whether the node has sufficient energy
to transmit the data. Finally, the delivery demand is considered, which reveals the
quantity of data to be transmitted. If the sensor node has buffered data, then it can
demandmore than one slot to BNC. In this way, each metric contributes to exhibiting
the current network status to BNC. Unlike the existing works, the proposed DDSA
algorithm considers not only the primary metrics such as the critical index and the
remaining energy of the nodes, but also, it utilizes delivery demand to estimate the
total number of available slots and preserve the priority requirements.
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Fig. 2 Proposed DDSA
framework

Based on these received values, the dynamic priority computation phase estimates
the new priority for the corresponding sensor node. For each received value, BNC
assigns the priority level and accumulates into a single value, which represents the
priority of the node. BNC sort the sensor nodeswithin critical and non-critical subsets
based on the obtained values from larger value to smaller values. From the second
phase, the same priority may be assigned to more than one sensor node. This conflict
is resolved by the third phase of the proposed DDSA algorithm. The slot conflict
resolution phase checks conflict among sensors belonging to the same set, and then,
it is resolved by the critical index of those nodes. This decision metric demands
immediate channel access based on the criticality of the sensed data. For example,
if sensors S1 and S2 have the same priority value as 0.9, the conflict is resolved
by critical index value ranging from 0 to 7. Suppose the critical index value of S1
and S2 are 5, 7, respectively. The slot is allotted to S2, followed byS1. Therefore,
BNC performs better slot matching between available slots (N) and the set of sensor
nodes (Sk). It is observed that not all the nodes may be serviced within the current
superframe because only the nodes that have data is assigned the slots. Finally, BNC
updates its transmission order and broadcasts to sensor nodes.

After receiving this information, each sensor starts transmitting its data in the
allotted slots without any conflicts, thus increasing the effective utilization of super-
frame structure. As the proposed, DDSA algorithm increases or decreases the total
slot length based on the requirement of a critical and non-critical set of sensor nodes;
it is guaranteed that the nodes are getting the fair chance to transmit their data. The
proposed algorithm is explained in detail in Algorithm 1.
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Algorithm 1 Proposed DDSA Algorithm
Input: Total number of slots (Nslots ), Critical Index (NodeC I ),

Remaining Energy (Erem ),Delivery Demand (Nodedel )
Output: Updated Transmission Schedule
begin
Step 1: BNC classifies sensor nodes based on the type of sensing data.
Step 2: for each sensor node do

Send(NodeC I , Erem , Nodedel )
end for

Step 3: for each beacon interval do
Step 3.1: collects the real-time information from all sensors
Step 3.2: computes the number of slots required for Critical(C) and

Non-critical(NC) sensor nodes
Slotreq=NodeCdel + NNC

del
if ( Slotreq > Nslots ) then

NNC
del = NSlots − NC

del
endif

Step 3.3: computes new priority based on the received information
Nodepri=computePriority(NodeC I , Erem , Nodedel )
Sort the nodes as per Nodepri from large to small

Step 3.4: slot conflict resolution
if( two or more nodes have equal Nodepri ) then

ConflictResolve(NodeC I )
endif

Step 3.5: SendBeacon() with the updated transmission schedule
Step 4: repeat steps 2 & 3.
end

In Step 1, BNC classifies the set of sensor nodes into low- and high-priority sensor
nodes respect to their nature of sensing data. Each sensor node periodically sends
its information such as remaining energy, data priority, and transmission demand to
the BNC. Upon having this information, BNC computes the new priority for each
sensor node, as shown in Step 3. Further, it computes the total required slot length
by the critical and non-critical sensor nodes. Based on this, BNC divides the beacon
interval into two phases. The first phase is exclusive access for sensor nodes with
high priority and the remaining for sensor nodes with low priority . This ensures that
within the superframe structure the non-critical data is also being transmitted. As
discussed in the proposed algorithm, the computePriority() method computes new
priority value as it evaluates individual metric values. After finding a new priority,
if there is a slot conflict among nodes, then it is adjusted by the critical index factor
using the conflictResolve() method because the critical data to be transmitted within
the stipulated time. A node with a higher critical index value gets the slot first than
the other. Finally, BNC shares the updated slot assignment to all sensor nodes by
broadcasting the beacon frame. As a result, all the nodes will access the channel
only during their allotted slots, thereby granting exclusive access to critical and non-
critical data without compromising the priority of data.
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4 Simulation Results and Discussion

TheWBAN environment is simulated in the Castalia network simulator on the top of
OMNeT++. The proposed DDSA algorithm is evaluated and compared with the con-
ventional protocol (802.15.6 MAC beacon-enabled mode) and PMAC [13]. The fol-
lowing subsection discusses the simulation setup and simulation results with packet
reception rate, energy consumption, and latency.

4.1 Simulation Setup

The simulation of the proposed DDSA algorithm is carried out by varying N sensor
nodes as 5, 10, 15, 20, 25 to reflect the scalability of the proposed DDSA algorithm.
In each case, one node is a BNC, and remaining are sensing nodes connected to the
BNC, as shown in Fig. 3. The simulation classifies a set of sensor nodes as high-
priority (urgent, emergency) and low-priority (normal, alert) sensor nodes. The data
generation rate of high-priority sensor nodes ranges from 25 to 72 Kbps and for low-
priority sensor nodes ranges from 7 to 25 Kbps [14]. Each data packet has different
user priority levels from 0 to 7 for measuring the criticality index. The physical
and MAC layer parameters are configured as per the standard [13, 15]. The sensor
nodes and BNC are placed, as shown in Fig. 3, and the 2.4 GHz band is used for
communication. The initial energy of the nodes is 18,720 J, and the transmit power
is −15 dBm. The simulation is carried out for 300s, repeated five times, and the
averaged results are depicted in the following subsection.

4.2 Simulation Results and Discussion

In this section, the effectiveness of the proposed DDSA algorithm is evaluated with
the key performance indicators such as packet reception rate, energy consumption
rate, and latency. The results are obtained by varying the number of sensor nodes and
superframe length, to realize the performance of proposed DDSA and other related
algorithms. The behavior of the proposed DDSA algorithm is further analyzed with
respect to high- and low-priority sensor nodes classification.

Packet ReceptionRate (PRR) PRR is the ratio of the sum of received packets by the
BNC to the sum of allocated slots during the superframe. Figure4a shows the packet
reception rate of the proposed DDSA algorithm along with PMAC and conventional
method. As the number of sensor nodes increases, the PRR value also increases
because the number of data packets is increased. However, the PRR value of 802.15.6
MAC lies between 40 and 55%with varying the number of sensor nodes because the
data packets are dropped when it reaches the maximum number of tries. Also, it does
not differentiate the different priorities of sensor nodes based on the criticality of
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Fig. 3 Simulation setup

(a) Algorithm-wise PRR (b) Priority-wise PRR of DDSA

Fig. 4 Packet reception rate

the data. However, the proposed DDSA algorithm maintains the average PRR value
above 85%. This is possible due to the effective slot assignment based on the delivery
demands of each sensor node. Figure4b shows the PRR value of the proposed DDSA
algorithm obtained by individual nodes. The proposed DDSA algorithm guarantees
the data transfer of low priority traffic by balancing the superframe length for high-
priority and low-priority traffic based on the demands. Figure4b is witnessing the
fact that the proposed DDSA algorithm performs fair slot allocation for the requested
demand.
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(a) Algorithm-wise Energy
Consumption

(b) Priority-wise Energy
Consumption of DDSA

Fig. 5 Energy efficiency

Energy Efficiency This section demonstrates the energy consumption of the sensor
nodes, measured in terms of rate of energy consumption for the successful transmis-
sion of kilobits of data. Figure5a shows the consumed energy for data transmission
by all sensor nodes for all three algorithms. The conventional method carried out
scheduled access, followed by the contention access, which leads to the dropping of
data due to contention and retransmits the data again. This is a cause for more energy
consumption by the 802.15.6 MAC scheme. On the other side, the schedule access-
based PMAC and the proposed DDSA algorithm reduces the energy consumption
due to dynamic allocation of slots by considering the criticality of data and avoids
idle listening of sensor nodes. Moreover, the proposed algorithm further reduces
the energy consumption than PMAC by allocating more than one slot based on the
run-time demand of the sensors. Figure5b shows the rate of energy consumption
for high- and low-traffic sensor nodes. In all cases, the high-priority sensor nodes
consumed more energy than the low-priority sensor nodes because of the higher rate
of packet delivery by the high-priority sensor nodes.

Latency The latency of the data packet is the time interval between the generation of
data frame at the sensor and the arrival of data frame at the BNC. Figure6 shows the
latency of data packets experienced by all sensor nodes during different superframe
length. From Fig. 6, it is interpreted that the latency is decreased as the superframe
length is increased. This is because the sensor node gets more slots for data trans-
mission. The packet latency of 802.15.6 MAC has a significant increase due to the
retransmission of packets in the consecutive superframe. However, the proposed
DDSA algorithm reduces the overall latency by 10% than PMAC because DDSA
achieves better packet delivery, as shown in Fig. 4a, due to the effective dynamic slot
allocation scheme.
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Fig. 6 Packet latency

5 Conclusion

The proposed DDSA algorithm effectively assigns the time slot based on the node’s
priority, computed by the criticality index, remaining energy, and delivery demand.
To facilitate the fair allocation to critical and non-critical data transmission, the
entire superframe length is divided based on the demands of high- and low-priority
sensor nodes. The slot conflict is resolved by the criticality of the data, thus reducing
packet collisions. The performance of the proposed DDSA algorithm is evaluated
by simulation results using the Castalia simulator in terms of packet reception rate,
energy consumption, and latency. It is inferred from the simulation results that the
proposed DDSA maintains more than 85% delivery rate for the varying number of
sensor nodes compared with P-MAC and IEEE 802.15.6. Moreover, the proposed
DDSA algorithm effectively minimizes latency due to the effective dynamic slot
allocation.

In the future, the performance of the proposed DDSA algorithm can be analyzed
with different mobility patterns to adopt different real-time environments, and it can
be enhanced for inter-WBAN communication.
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A Survey on Congestion Control
Algorithms of Wireless Body Area
Network

Vamsikiran Mekathoti and B. Nithya

Abstract Nowadays, research on wireless body area network (WBAN) touches its
extremity as the need arising more for the present mundane lifestyle of the world.
Exclusive demand for WBAN is mainly due to its special properties such as its
mobility, tiny size, and network topology, etc. WBAN is a specialized technology
designed tomonitor a remote patient (or a subject—asWBAN is not limited to human
being), and it grabs attention from researchers as it is emergency-aware. Due to the
nature of the WBN, the collisions among data packets are inevitable which in turn
increases congestion in the network by triggering more number of retransmissions.
To eradicate these issues, several congestion control (CC) algorithms are proposed
in the literature. This paper surveys some of the recent CC algorithms and stretches a
detailed comparative study of these algorithms. This survey reveals the strength and
weakness of these algorithms and the future research direction in this research field.

1 Introduction

Wireless body area network (WBAN) is a logical sub-thought of wireless sensor
network (WSN), designed to operate autonomously to connect various biosensors,
located inside, along with or on the body (but not limited to humans) [1]. Nowadays,
WBAN grabs the attention of the entire world where major science-developed coun-
tries are piled up with this research work and IEEE recognizedWBANwith standard
number 802.15.6.

WBANmajorly supports healthcare applications, as coming to healthcare,WBAN
turns into emergency-aware technology as it must behold a remote patient’s or
subject’s condition. The motivation behind WBAN invention is to support a tiny
sensor network. This tinyWBAN can be connected through a gateway and make use
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of the Internet to reach the destination server (DS). This DS is possibly a hospital
server or a military base server or a sports concert server. On receiving a signal from
the subject, DS takes a necessary action such as reply on the same communication
to the subject or making an alert through cellular phone or a nearby assistant may be
informed to serve the subject.

To support WBAN technology, IEEE 802.15.6 standard defines protocols and
layers with some limitations in their design. These limitations are mainly because
of the following reasons: (i) The range of WBAN is tiny, (ii) connectivity support
is wireless, and (iii) protocol design is subjected to miniature in all the parameters
considered. Typically, WBAN layered architecture [2] is nested with physical layer
(PHY), medium access control layer (MAC), network layer (NW), transport layer
(TR), and application layer (AL). This survey focuses on the congestion control (CC)
aspect of WBAN’s transport layer. Congestion occurs in the network when a node in
a network or a channel carries more data than its bearable capacity. Consequently, it
provokes more queuing delays, packets loss, frequent retransmissions, and blocking
of new connections. As a result, the overall performance of the WBAN severely
degrades, thus leading to reduced quality of service (QoS). Since the healthcare is a
dominant application of WBAN and also it is emergency aware, the reasonable QoS
must be assured. But, congestion severely affects data transmission in WBAN, and
it affects the QoS. To cope with these issues, massive research [12–21] is going on to
control the congestion in the network. Still, there is no perfect solution to eliminate
or control the congestion. Because, while controlling the congestion, most of the CC
algorithms [12–21] neglected certain relevant features ofWBAN such as bandwidth,
sensor devices with minimal buffer, priority of the nodes, hotspots which affect the
human tissues, and many-to-one topology, which make the situation very worsen.
For example, on the occurrence of packet loss, retransmission is initiated to send the
missing packets. Without knowing the degree of the congestion in the network, these
retransmissions put extra load on the network and worsen the QoS of WBAN.

There are numerous surveys [2] and [4–9] are made about the architecture,
protocol standards, applications, challenges, and recent trends in WBAN. But,
surveys that are specific to CC in WBAN are still penury. This survey gives an
ample information pertaining to congestion control in WBAN. This paper further
discusses some of the research works made on CC in the recent literature and high-
lights their strength and weakness. For the better understanding, some of the general
terminologies in WBAN are discussed for the better understanding of the proposed
survey.

• WBAN layered architecture: It is a three-layered architecture. The inner core layer
of the architecture forms an intra-body area network (Intra-BAN) with several
interconnected bio sensor nodes (BSN). Here, BAN can communicate with outer
layers through a coordinator node (CN). Second layer is a combination of one or
more BANs, which forms inter-body area network (Inter-BAN) communication.
Here, the communication can bemade using CNs. These are connected to Internet
through a gateway and travels to a specificDS,which can bementioned as ‘Beyond
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BAN Communication’ (BBC). This appears as the outer layer in the hawk-eye
view architecture of WBAN.

• Bio-Sensor Node (BSN): BSN is the most important element of WBAN. As the
name indicates, it senses the data from the human body (however, WBAN is not
limited to humans) from various parts such as brain, heart, blood, etc. These
sensors collect the various data, like blood pressure (BP), electro myograph
(EMG), electro cardiogram (ECG), temperature (T), etc.

• Sink: The sensed data from BSNs reaches the destination node called sink. Sink
node has a buffer to hold data and have the property of taking input from several
sensor nodes and forwards the data to the coordinator node.

• Coordinator Node (CN): Coordinator node may be a personal digital assistant
(PDA) or a Wi-Fi router or a smartphone. This CN has GUI capability to show
the reports or statistics at the patient’s end. Also, CN is connected to gateway to
forward the information into the Internet to reach DS.

• Gateway: The data that are accumulated at the CNmust be available to the external
world through a gateway and reaches the Internet. Here, the portion of the Internet
is to carry the vital information of a patient to destination server (DS).

• Destination Server (DS): DS is digital device with the sufficient storage capability,
a displaymonitor to show the incoming data, and a predefined programor software
to analyze packets coming from a remote patient. DS may be a hospital server,
a caretaker’s smart device to watch his patient’s condition, or possibly a cloud
server to store the history of patient’s data.

• Buffer: It is a temporary memory to store the information in the form of packets.
In the context of WBAN, every node will be availed with some storage capacity.
Generally, a sink node needs to have more buffer size than a BSN buffer size.

• Communication Channel: WBAN uses either radio frequency (RF) or non-RF-
based communication techniques. Human body communication (HBC) is a non-
RF technique, where the communication channel is the human body. In HBC, a
BSN senses the data and gives it to an electrode, electrode again inputs into the
human body, then the human body outputs the necessary information to another
specific electrode to reach another BSN.

• Temperature or hotspot: Elements such as nodes or communication channel of a
BAN gets heated when a node is retransmitting duplicate packets due to packet
losses. Retransmitting duplicate packets along with current packets, need more
amount of energy to be utilized in a limited time, may cause hotspots in the
network.

• Priority: Priority in WBAN is classified into two categories, one is the priority of
a node and the priority of sensed data. However, these two categories are based on
the data a BSN is sensing. Priority varies with a patient to a patient. For example,
a heart patient needs more attention towards ECG data or heartbeat, in this case,
data (or ECG data) being sensed, attains the highest priority than other data, such
as temperature (T), electromyography (EMG), etc.

Rest of the paper is organized as follows: Section 2 presents the existing surveys
related to WBAN and recent CC algorithms, also it discusses the survey gap in the



376 V. Mekathoti and B. Nithya

design of CC in WBAN. Section 3 discusses the existing congestion control algo-
rithms from the literature. Section 4 portrays tabular representation of comparative
study of CC algorithms. Finally, the paper is concluded in Sect. 5.

2 Related Work

There are ample surveys available on WBAN in general. A survey given in [4],
presents recent trends in WBAN. This survey displays a diversified trend ongoing in
WBAN such as flexible antenna, dual-band printed antenna, MAC protocols, multi-
hop protocols, energy constraint network, Zig-bee technology, PHYandMAC layers,
AODV routing protocol, ultrasound sensor, transport layer, human body communi-
cation, etc. Also study proposed in [4], focuses on one of the challenges faced by
WBAN, i.e., congestion. It highlights various existing congestion control strategies
of transport layer protocols, over heterogeneous communication systems to ensure
the quality of service of WBAN. It investigates dual band printed dipole antenna
for 2.4/5.2 GHz for effective transmission of data, MAC protocols, priority of node
data, multi-hopWBAN construction, i.e., clustered topology setup, mobility support,
transmission efficiency improvement, whereas existing schemes work on 1-hop-
based star network, and this survey also discusses various WBAN challenges such
as energy optimization, security, etc.

A survey proposed in [5] displays the security challenges in WBAN as it is a
favorite domain for the attackers. Because of tiny architecture and limited buffer
capacity, algorithmsmade forWBANare dumbfounded in security issues. This paper
discusses various challenges such as energy, security, mobility, QoS, cooperation
between nodes, but it mainly focuses on one of the security threats, i.e., denial of
service (DoS). This survey proposes a futuristic solution, i.e., node cooperation to
avoid DoS attack.

Survey presented in [6] discusses the communication technologies currently
addressing in the literature for healthcare monitoring (HCM) using WBAN. This
survey addresses the critical challenges existing in present HCM system. It also
focus on energy issues as the WBAN sensor devices are power constrained and
will be drained fast, because the present communications systems available such as
ZigBee, Bluetooth, and 6LoWPANconsumemore energy. [6] Investigates low power
wide area network (LPWAN) communication systems such as Sigfox narrowband
technology, long range (LoRa), narrowband Internet of Things (NB-IoT), long term
evolution (4G), and category M1 (LTE-M). These LPWAN communication systems
focuses on the WBAN QoS attributes and consumes low energy for the reliable
communication in WBAN.

Reliability and quality of service challenges of WBAN are surveyed in [7]. This
survey says the reliability, and QoS is based on network infrastructure model and
effective link management. In present scenario, WBAN facing challenges in data
privacy, transmission channels, energy efficiency, specific absorption, and faults. In
security dimension, data privacy as one of the QoS parameter, facing challenges due
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to WBAN sensor devices, and the tiny BAN architecture can be easily tampered by
the attackers as it cannot facilitates firewalls due to lower buffer capacities. Also [7]
focuses on the issues like low bandwidth transmission channel, energy consumption
challenges like rapid battery draining due to number of retransmissions, and the
WBAN node relays will produce heat as the energy dissipated in relays can be
observed by body tissues.

Survey [8] gives a broader idea ofWBANalgorithms, also it slightly indexes secu-
rity issues, power consumptions, hotspot due to radiation, and general basic issues
of WBAN standard. It mentions the importance of various algorithms supporting in
various aspects, such as ultra wide band (UWB), ISM bands inheriting from IEEE
802.15.4, MAC layer importance in channel allocation, MAC super frame structure,
Bluetooth, topology proposed by IEEE TaskGroup6 (TG6), etc. This survey still
elaborates the understanding of UWB and ISM bands. UWB is a communication
technology service for the WBAN and has the advantage of high rate of transmis-
sion but fades out its advantage in energy utilization. ISM bands works at 2.45 GHz
comprising of 16 channels with the bit rate of 250 kbps.

A survey proposed in [2] motivates to survey on CC in WBAN. It gives basic
knowledge over topology, security challenges, and communication technologies
related to WBAN, such as industrial scientific medical (ISM) band with frequency
2.4 GHz, ZigBee, and Bluetooth. It mainly shows a comparative study specific to
congestion control in WBAN of different transport layer algorithms. [2] Presents
features, architecture, and some standard algorithms such as congestion detection and
avoidance (CODA), event to sink reliable transport (ESRT), flush transport protocol
(FTP), etc. Comparison table presents the aspects such as congestion detection,
congestion notification type, direction of flow (Sink to sensor nodes-downstream,
Sensor to sink node—Upstream), congestion avoidance type, end-to-end or hop-
by-hop transmission, whether additive increase and multiplicative decrease (AIMD)
used in the various transport layer algorithms to control the congestion in WBAN.
Apart from [2], this paper proposes more parametric information used by the various
existing algorithms and advantages, disadvantages, method of approach to eradicate
the congestion in WBAN from the literature of CC in WBAN.

Survey presented in [9] discusses the parameters that are severely affecting the
congestion in the network. This survey presents the several policies and algorithms
from the literature for avoiding, diagnosing, and controlling the congestion. Study
proposed in [9] acknowledges that the resources used in this network are limited in
storage, bandwidth, and energy. Also, this survey says, the major parameters that are
reason for the congestion to take place in sensor network are node buffer overflow,
collision in transmission channel, abnormal transmission rate, packet collision, and
several nodes transmitting data from many nodes to the sink node.

From the above discussion, it is concluded that controlling the congestion is one
of the most important ways to enhance QoS of WBAN. Considering this vital point,
this paper identifies the some of the recent CC algorithms [12–21] which are not
discussed in the above-mentioned surveys. In the next subsection, the methodology
adopted in these algorithms is discussed along with their detailed analysis under
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different metrics. This comparative study gives a quick glimpse about the recent CC
algorithms and identifies the research gap in this research area.

3 Congestion Control (CC) Algorithms

This section portrays the recentCCalgorithms proposed in the literature. The analysis
made at the end of this section reveals the achieved enhancements and limitations of
these algorithms.

Network status aware congestion control (NSACC) algorithm proposed in [12],
sniffs the status on the network whether it can compensate more packets or it
exhausted. A fuzzy-controller estimates the severity of the congestion and regu-
lates the packet sending rate. Rate Regulation (RR) module in the NSACC algorithm
regulates the transmission rate to better utilize the bandwidth available, enhances the
throughput, and reduces the number of retransmissions.

Congestion Control SchemeBased onFuzzy Logic (CCSBF) [13] exploits the type-
2 fuzzy logic controller (T2FLC) system, which evaluates the severity of the conges-
tion in the network. The fuzzy inputs, node rate, and buffer capacity are compared
with their predefined threshold to obtain the fuzzy output in terms of congestion
severity. Rate adjustment unit (RAU) in this scheme controls the congestion in the
networks. RAU adjusts the output rate by scheduling heterogeneous traffic based on
the priority. In RAU, a child node sends implicit congestion notification (ICN) to
its parent node, likewise hop-by-hop to sink node to notify the congestion degree.
Moreover, it controls the output rate of each node to mitigate congestion. It has been
shown [13] that it attains better network quality of service (QoS), throughput, packet
loss ratio, and optimized energy compared to prioritization-based congestion control
protocol [10] and congestion control protocol for prioritized heterogeneous traffic
[11]. However, hop by hop spreading of ICN with congestion degree to the sink may
put extra load on the network as it needs to visit all intermediate nodes along the
route.

A fuzzy priority-based congestion control (FPBCC) scheme proposed in [14] is
basedon thepriority of the biosensor data, and it is similar to oneof the previousworks
in this domain, i.e., random early detection (RED) and active queue management
(AQM). This scheme [14] tunes the transmission rate of the sender by identifying the
traffic load parameter (TLP) using the two-input–single-output fuzzy logic system. It
is compared with instantaneous queue size (IQS) and average queue size (AQS) with
the predefined minimum and maximum thresholds. Exponential weighted priority-
based rate control (EWPBRC) schemeestimates the new transmission rate of the child
node in the next iteration, and the transmission rate of each child node is regulated by
EWPBRC and TLP. It is simulated in OPNeT and MATLAB with varying number
of time slots. FPBCC [14] scheme obtains optimum TLP and regulated send rate,
thereby achieves better performance in terms of diminished delay time, packet loss
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probability, optimized energy, and end-to-delay. But FPBCC is evaluated only with
stationary patients.

An adaptive rate control for congestion avoidance (ARCCA) in [15] proposes a
cross-layer optimization scheme to optimize the congestion level. ARCCA controls
the congestion dynamically at each node by identifying the congestion risk degree
(CRD) using a valuation functionwith a buffer occupancymetric. Sensor node adapts
a nature, i.e., itself it identifies its transmitting traffic and evaluatesCRD, and it adjusts
its transmission rate. It is compared with no rate control mechanism and shown that
it attains better results, notably higher throughput, optimum link utilization, energy-
efficient, and decreased packet drop rate. The sensor nodes contain a limited buffer to
store or program, but ARCCA needs a program to evaluate the CRD using valuation
function, which is far from reality. But enhancing the buffer capacity, registers, and
a tiny processor becomes extreme evolutions to WBAN’s growth.

Congestion avoidance and mitigation protocol (CAMP) [16] redirects packets from
congested nodes to their neighbors, which can enqueue the redirected packets with
their queues. The congestion is identified at the packet level by the number of packet
flows and number of packet retransmissions carried out for each packet. As the
CAMP focuses on implanted biosensors, it concentrates to reduce the temperature
by mitigating the congestion. CAMP achieves better results in terms of temperature,
throughput, number of retransmissions, and network lifetime than healthcare aware
optimized congestion avoidance and control (HAOCA) algorithm.Of course, sharing
the congested node traffic information to its first level neighbors may suffer with
congestion symptoms after some time-intervals, because this node has the responsi-
bility to transmit its own data along with congested nodes data. Then, this first level
neighbor node may follow the same scheme to share its congested data to second
level neighbors. This chain of congested neighbor nodes affects the entire network
performance as it further triggers more congestion.

Priority-Based Congestion Control and Bandwidth Normalization (PBCCBN)
proposed in [17] utilize the bandwidth effectively to avoid the congestion in prior and
to achieve the maximum throughput by using priority of the data and size of the data.
PBCCBN technique donot have congestion detection phase,where it directly focuses
on the effective utilization of bandwidth to prevent congestion before its occurrences.
This technique initially calculates the fitness value using a fitness function to sniff
the condition of the bandwidth and then places the high priority data along with low
priority data simultaneously on the transmission channel, so that it utilizes the band-
width effectively. It attains better throughput and energy and eradicates dead nodes
and delay transmission in the network when compared to traditional MAC protocols.
Suppose if the packets delivered from the sensors flood in the network, then it leads
to the collision in the communication channel. This can be resolved either by putting
an output regulator for sensors or there must be a part of free bandwidth to utilize in
case of flooding.

Priority-based congestion control (PBCC) in [18] proposed for WBAN, detects
the congestion, based on the packet loss ratio in the network. PBCC calculates a
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congestion detection (CD) value which is equated with the queue length (L) of a
node to regulate the send rate of that particular node. Transmission rate at the node is
regulated with the idea of the additive increase and multiplicative decrease (AIMD).
It applies a quick start at the beginning for the high prioritized node data and slows
down the transmission rate when it reaches congestion state. Every node will be
prioritizedwith the data that is being generated, and each node has a node index value
which indicates the priority. Priority values are defined as the high priority when it
holds a lower natural number and vise-versa. As the name indicates, PBCC serves
best to the critical or prioritized data to be transmitted faster than low priority data.
PBCC attains better results like higher throughput and lower packet drop ratio when
compared to the conventional TCP protocol. In-fact, the low prioritized nodes may
suffer starvation for not being allowed to transmit their data as the high prioritized
nodes keep on transmitting the data. This scenario does not suit, when a patient needs
emergency service.

Priority-based Congestion Control Protocol (PCCP) [19] utilizes network resource
management tomake the network congestion-free. This protocolmainly servesWSN,
also it can be hired to WBAN as the conceptual architecture of both the standards is
similar. Rate adjustment scheme in PCCP prevents the upstream congestion hop-by-
hop up to sink node by assessing congestion index (CI) which is a ratio of average
packet service time and average packet inter-arrival time. PCCP creates a priority
table of the sensor data and broadcasts hop-by-hop to all the nodes in the network.
When CI is more, a node sniffs the data with more priority from the priority table and
schedules the high priority data, otherwise PCCP neglects the priority of the nodes
and boosts up the transmission rate of the entire network, thereby, PCCP attains
maximum link utilization, throughput, and minimizes loss and delay in the network.
In case of low congestion, PCCP hikes the scheduling and data rate of all traffic
sources without paying attention to its priority index. In the case of high congestion,
it decreases the sending rate of all traffic sources.

Rate control scheme (RCS) [20] is an energy efficient and emergency aware scheme
that upholds an average transmission rate in the entire network by using rate control
factor (RCF). The hub calculates the RCF, on occurrence of an emergency event in
the network, sends RCF hop-by-hop to all the remaining nodes, and enables rate
control bit (RCB) to the nodes, to regularize the sending rate. Here, emergency event
indicates the risk level of the network. RCS grabs a better QoS, energy efficient,
and attains enhanced throughput in the network, also achieves higher link utilization
compared to traditional algorithms. However, regularizing the traffic in the entire
network on occurrence of emergency event may degrade average throughput and
effective network bandwidth utilization.

Event-to-sink reliable transport (ESRT) algorithm in [21] sets a congestion noti-
fication bit (CNB) in the packet, which are transmitted in the network towards the
sink, upon buffer overflows. Sink detects the congestion by identifying the packet
with CNB and broadcasts a control signal to the entire network to reach all the source
nodes for intimating the congestion occurrence and to control it with the local buffer
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availability. ESRT achieves optimized energy utilization and protects the reliability
of the network. However, sending a control signal to entire network further puts extra
load on networks which in turn deteriorates network performance and lifetime too.

COngestion detection and avoidance (CODA) [22] detects the congestion using
buffer overflow rate by taking input parameters as buffer queue length, channel load,
and report time. CODA has open-loop and closed-loop rate control strategies which
provides transient and persistent solution for congestion. On detecting the congestion
at the node, CODA back pressures the implicit congestion notification hop-by-hop to
reach the sink to control the congestion, also a closed-loop multi-source regulation
proposed in CODA to keep entire network congestion free. CODA follows AIMD
to control the congestion.

This framework is designed for CSMA-based sensor networks. It is implemented
using ns-2 and testbed based on Tiny-OS running on Berkeley Rene2 motes. CODA
guarantees average energy tax and reliability in transport mechanism. However,
backpressure may again deteriorate the energy utilization.

4 Summary and Comparative Study of CC Algorithms

This section gives a detailed comparison of aforementioned CC algorithms under
various metrics. It is inferred that these algorithms have well-defined methodology
to propose a concrete solution to eradicate CC, however, the process of controlling
congestion may affect the other important features of WBAN, or else, it may not
be focusing on certain limitations of WBAN, e.g., in most of the cases a patient is
moving, but an algorithm [14] proposed in literature is bounded to stationary patients,
etc.

Taxonomy of the CC algorithms is based on outcomes yielded from each algo-
rithm proposed in the literature survey, however, all these works consider congestion
control as the prime concept. Research works from [1–4] are for enhancing the
throughput of the network. Works proposed in [5, 6] reduces the packet losses in the
network, whereas the works from [7–10] concentrates on the energy optimization of
the network for green communication in WBAN. This taxonomy given in Fig. 1

This section portrays the comparison of algorithms with two Tables 1 and 2. The
parameters pertained tomethodology proposed in the CC algorithms are summarized
in Table 1. The implementation specific details are focused in Table 2.

5 Conclusion

WBAN becomes a preceding technology among present research technologies, as
theworld’s lifestyle for the safety, co4edmfort, connectedness, and security of human
being enlarged. WBAN serves a remote patient with limited available resources, and
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Fig. 1 Taxonomy of CC
algorithms

there is a mandate of providing the best QoS. As the congestion is a severe threat
to tamper the QoS, existing algorithms from the literature focus on the congestion
control to clutch theQoS. These algorithms first identify the congestion using various
parameters such as buffer capacity, bandwidth, data rate, and threshold values, etc.,
then notifies the network about the severity of the congestion. Finally, these algo-
rithms implement their specific congestion control mechanism in the congestion
affected area. Though these algorithms attempted to curtail the congestion in the
network, the futuristic algorithmsneed to bedesignedusingnetwork specificdynamic
parameters and analyzed with mobility dynamics, data traffic, and network density.
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Table 1 Comparative study of CC algorithms with their methodology

S. No. Algorithm Methodology Inputs to CC Outputs
from CC

Limitations

1 NSACC
[12]

Transmission
rate is adjusted
based on the
input parameters
using fuzzy-logic
controller

Buffer occupancy
level, BSN
priority and
packet arrival rate

Congestion
severity
index

Rate regulation
is limited to
fewer number of
bio sensor nodes

2 CCSBF
[13]

Rate is adjusted
based on the
priority of the
heterogeneous
data from BSNs

Buffer size, node
rate and
incoming packet
rate

Data-rate
(output is
compared
with
threshold
values)

Spreading ICN
may put extra
load on the
network

3 FPBCC [3,
14]

Traffic load
parameter is
adjusted to
optimize the
transmission rate
and send rate
adjusted for the
parent node with
a fuzzy logical
controller (FLC)

Queue length,
change in queue
length and
priority

Maximum
drop
probability,
Congestion
indicator

Concentrated
only for
stationary
patients

4 ARCCA
[15]

Rate control
done
dynamically at
each node. Type
of data packet is
located in the
header part of the
packet. Then, a
weighted fair
queueing (WFQ)
scheduler is used
to route data to
MAC

Buffer occupancy
and Node rate

Congestion
risk degree
and
valuation
function

Sensor nodes are
limited in buffer
size, to store and
forward the data
or to program
something to
evaluate

(continued)
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Table 1 (continued)

S. No. Algorithm Methodology Inputs to CC Outputs
from CC

Limitations

5 CAMP [16] Constant
monitoring of
queue level to
identify traffic
load parameter
through fuzzy
logic system and
sending ICN to
previous nodes

Queue occupancy
level, priority of
the data and
packet sending
rate

fuzzy logic
traffic load
parameter)

Sharing
congested data
to neighbor node
may further
leads to put
more load on the
network, as each
node have
responsible to
send its own data

6 PBCCBN
[17]

Allocate
bandwidth for
high priority and
low priority data
and apply
bandwidth
utilization

Priority of the
sensor node and
size of the packet

Fitness
value

Flooding may
occur due to rise
in sensors data
outcome

7 PBCC [18] Adjusts the send
rate of the sender
node based on
number of packet
losses

Queue length and
bandwidth

Packet loss
parameter

Low-priority
data sensors may
suffer starvation

8 PCCP [19] Priority-based
Rate Adjustment

Packet
interarrival time
and packet
service time at
the MAC layer

Congestion
degree

TCP slow-start
with AIMD
increases data
rate
exponentially,
leads to
unpredictable
congestion in
network

9 RCSCC
[20]

Sends RCF to all
normal nodes in
order to decrease
the rate of the
normal traffic
and to keep
almost the same
average rate in
the whole
WBAN

Total number of
nodes and no. of
emergency nodes

Rate
Control
Factor

Maintaining
same average
traffic rate
during all the
emergency
events, may
degrades the
utilization of
resources

10 ESRT [21] Sink sends
control messages
to the source
nodes to control
congestion

Reliability
indicator bit
(RIB) for
ACK/NACK

Local buffer
level
monitoring

Broadcasting
back to source
node may
deteriorates
network capacity

(continued)
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Table 1 (continued)

S. No. Algorithm Methodology Inputs to CC Outputs
from CC

Limitations

11 CODA [22] CODA controls
the traffic rate
using additive
increase
multiplicative
decrease (AIMD)
Method followed
is: (i)
receiver-based
congestion
detection; (ii)
open-loop hop
by hop
backpressure;
and (iii)
closed-loop
multi-source
regulation

Buffer overflow
rate

Queue
length,
Channel
load and
report rate

As it is
necessary to
prevent
congestion using
open-loop
hop-by-hop
backpressure,
but in-turn it
may put
overburden on
the network.
Applying both,
open-loop and
closed-loop
techniques in a
single system is
not desirable

Table 2 A comparative study of simulation environment of CC algorithms

S. No. Algorithm Communication
and type

Topology Simulator Achieved
simulation
results

1 NSACC
[12]

Hop-by-hop and
implicit

Start
topology

MATLAB Enhanced
throughput and
network lifetime,
reduced
re-transmissions

2 CCSBF
[13]

Hop-by-hop and
implicit

Single-path
tree topology

OPNET and
MATLAB

Network
throughput,
PLR, end-to-end
delay and energy
performance

3 FPBCC [3,
14]

Hop-by-hop and
implicit

Star topology OPNET and
MATLAB

Packet loss,
end-to-end delay
and energy

4 ARCCA
[15]

-NA- and implicit Simple
topology

NS2 Higher
throughput, link
utilization,
decreased drop
rate and energy
efficiency

(continued)
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Table 2 (continued)

S. No. Algorithm Communication
and type

Topology Simulator Achieved
simulation
results

5 CAMP [16] Hop-by-hop and
implicit

Tree topology NS2 Energy efficient,
network lifetime
and throughput

6 PBCCBN
[17]

Hop-by-hop and
-NA-

-NA- MATLAB Delay, no. of
dead nodes,
throughput

7 PBCC [18] End-to-end and
piggybacking

Star topology MATLAB Delay, fewer
packet losses

8 PCCP [19] Hop-by-hop and
piggybacks the
packet scheduling

Star topology MATLAB PLR, low
energy, lower
packet delay,
throughput

9 RCSCC
[20]

Hop-by-hop and
-NA-

Star topology Castalia with
OMNeT++

Energy waste
index versus
energy index,
emergency
packet loss
versus energy,
no. of packets
versus latency

10 ESRT [21] Event-to-sink and
-NA-

Dynamic
topology

NS2 Power
consumption is
less and no
congestion

11 CODA [22] Hop-by-hop and
implicit

Testbed
topology

Testbed based
on Berkeley
motes

Avg energy tax
and reliability in
transport
mechanism
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Applications of RSSI Preprocessing
in Multi-Domain Wireless Networks:
A Survey

Tapesh Sarsodia, Uma Rathore Bhatt, and Raksha Upadhyay

Abstract Today’s age of communication has been looking for technologies and
techniques to support high data rate applications with required quality of services.
Advanced communication network architectures like Internet of things (IoT), fifth
generation (5G), and long term evolution (LTE) with supporting high end transmis-
sion and reception processes have evolved to meet present requirements. It is also
observed that to further enhance network performance, incorporation of received
signal strength indicator (RSSI)/channel state information (CSI)-based preprocessing
techniques have been exhibiting substantial impact. Physical layer key generation in
wireless networks, localization of nodes in wireless networks, signal identification,
human activity recognition, etc., are few such applications, using RSSI/CSI prepro-
cessing for their performance improvement in multi-domain wireless networks.
Hence, this paper describes above-mentioned applications using different prepro-
cessing techniques ofRSSI,which is not investigated comprehensively in literature so
far. Therefore, the purpose of this paper is to reveal the impact of RSSI preprocessing
techniques in system performance enhancement as per the need of application. As
an outcome, we find the possibility of applying other preprocessing techniques in
existing and upcoming applications in future to achieve desired system performance.
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1 Introduction

Current applications ofwireless communication systems are expecting very high data
rates, excellent performance with efficient use of available resources. This led to the
advanced development of various aspects addressing security, lowpower usage, supe-
rior network architectures design, advanced system design techniques, etc., in the
past few decades [1]. Apart from all these aspects, recently preprocessing of received
signal strength indicator (RSSI) or channel state information (CSI) values in an appli-
cation specific manner has led to additional improvement in system performance and
is not addressed in the literature comprehensively [2]. RSSI values are gathered from
beacons, exchanged periodically between communicating nodes. On the other hand,
CSI is impulse response of the channel. Before actual communication, first RSSI/CSI
values are processed in application specific manner, to get some additional insight of
system; hence, it is called as preprocessing. There are various emerging application
areas, in which preprocessing of RSSI/CSI enhances system performance. Physical
layer key generation, localization of nodes in power constraint networks, channel
identification, human activity recognition, etc., are emerging application areas in
which RSSI/CSI processing is being used [3–5].

Generally, data preprocessing includes data cleaning, its integration, transfor-
mation, reduction, and discretization. Data cleaning includes filling of missing
values, smoothening of noisy data, and resolving the inconsistencies. Different signal
processing techniques, basic statistical approaches, etc., are generally used for data
cleaning of RSSI/CSI. These techniquesmay result in significant additional improve-
ment in system performance of the current communication system. For example, bit
error rate performance of communication systems including long term evolution
(LTE), 5G [6, 7], and bit disagreement rate (BDR) of physical layer key generation
[8] system for upcoming communication networks, power efficiency in different
power constraint communication networks like Internet of things (IoT), wireless
sensor networks (WSNs) [9], etc., may be improved. Various data processing tech-
niques available are data integration, data transformation, etc. [10] Data integration
considers the incorporation of data from all other sources available in the network to
improve the performance of the network in terms of packet delay, packet dropping
probability, channel throughput, etc. Smart farming [11] and voice over data are
the example applications of data integration [12]. Data transformation of RSSI/CSI
uses different techniques in time and frequency domain to improve the quality of
transmission and reduce the complexity of data for further processing. Data trans-
formation may use various transformation techniques like discrete cosine transform
(DCT), wavelet transform (WT) [13], etc., which further helps to reduce the network
complexity and to improve the network quality of service (QoS). Data reduction
is one of the important aspects in any communication system. There is a variety
of data reduction techniques like principal component analysis (PCA), individual
component analysis (ICA), low variance filter, random forest, etc., are available
[14]. Incorporation of these techniques results in a surprising reduction in power
requirement and the complexity of systems. Since power efficiency [15] is one of the
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crucial factors for power constraint modern networks, data reduction techniques are
also very useful. Similarly, data discretization has also been a very important process
that produces data into small desired intervals for further processing. This helps the
network to analyze different aspects of information collected from various sources.
Discretization provides diversity to the network performance by generating different
dimensions to the raw data available for an enhanced study of the network. It is
concluded that prior to actual data transmission,RSSI/CSI preprocessingmaybeused
for system performance enhancement. In this paper, only RSSI has been considered
for further discussion. Therefore, motivation behind this paper is to discuss different
multi-domain application areas comprehensively using preprocessing of RSSI. The
aim is to reveal substantial improvement in system performance by the inclusion of
these techniques in different emerging applications and examine the future aspect
of research in this direction. We have not found any research paper focusing on
RSSI preprocessing on different applications of wireless communication. The rest
of the paper is organized as follows: In Sect. 2, we discuss briefly about RSSI. After
that we discuss different applications or fields where RSSI preprocessing played an
important role along with some future works. All this were discussed successively in
Sects. 3, 4, 5, 6, and 7. Finally, Sect. 8 concludes the paper followed with references.

2 RSSI Preprocessing Techniques

In wireless networks, prior to actual data transfer beacons are exchanged between
two communicating nodes. Beacon consists of RSSI which depicts the strength of
signal received at a particular node and is link quality indicator [16]. RSSI depends
on several factors like distance, channel quality, mobility, etc., which directly or
indirectly affects any network performance. Hence, characterizing RSSI and its
processing plays important role in improvement of network performance.

RSSI is characterized on the basis of dynamic range, accuracy, linearity, and aver-
aging period. Dynamic range relates to minimum and maximum energy that receiver
can measure while accuracy indicates average error occurred in each received RSSI.
Deviation of RSSI with standard straight line graph shows linearity, and averaging
period indicates the averaged value of received RSSI over a particular time period
[17]. Processing of RSSI results in improved and accurate characterization, which
will further utilized for particular application. The different techniques found for
processing of RSSI as shown in Fig. 1.

RSSI data may be analyzed in time domain or frequency domain depending on
application. Various transformation techniques like DCT, discrete wavelet trans-
form (DWT), and discrete Fourier transform (DFT), etc., are used for such purpose.
RSSI plays a key role in improving the performance of any wireless network by
reducing its complexities in terms of dimension reduction of data received, which
in turn also reduces energy requirements of the network. Sometimes we need to
reduce data dimensions for reducing complexity and energy consumption of the
network. For achieving such reduction in data, we use dimensionality techniques
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Fig. 1 Possible
classification of RSSI-based
techniques
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like PCA, ICA, etc. Received RSSI over wireless channel suffers from inherent
impairments like channel noise, fading, effects of mobility, etc. These impairments
may be reduced using filtering approaches. Various de-noising and smoothening
filtering approaches are implemented on RSSI. In past few years, machine learning
(ML)-based approaches are also being used as RSSI processing techniques for more
accurate outcomes in different applications. ML-based techniques are support vector
machine (SVM), artificial neural networks (ANN), decision tree (DT), etc. Along
with ML techniques, deep learning and neural network-based techniques like convo-
lutional neural networks (CNN) were also attracting the researchers for designing of
an efficient RSSI processing-based wireless network [18, 19]. Subsequent sections
are briefly discussing various application areas in which RSSI processing plays key
role in system performance. For all these applications, a general roadmap would be
to extract RSSI first, preprocessed it, using any of the techniques described in this
section. Selection of technique was done as per the need of application.

3 Physical Layer Secure Key Generation (PLKG)

Typically advanced wireless networks like LTE, Wi-Fi, Bluetooth, and 5G support
high speed data over the network with secured exchange of data. Security over
wireless channel has been a prominent area for researchers. Traditionally, secu-
rity is achieved using cryptography. Traditional cryptographic techniques include
symmetric and asymmetric encryption which may not suitable for current power
efficient requirements due to high computational burden. Physical layer security
is an alternative approach, which has attracted the attention of researchers [20].
Various physical layer security techniques are shown in Fig. 2. Information theoretic
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Security 
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Information 
Theoretic 
Security

Artificial 
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security  

Security 
oriented 

Beamforming

Security 
diversity 
methods
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Fig. 2 Different physical layer security techniques [21]
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security system uses Shannon theory for providing secrecy over channel. Artifi-
cial noise aided security scheme generates additional noise in the network which
adversely affects eavesdropper only and not to legitimate user. Security-oriented
beamforming techniques allow source node to transmit its data to destination node
successfully by creating destructive interference at attackers end making his signal
too weak to reconstruct. Security diversity methods work same as artificial noise
aided security methods but with improved power usage in the network. This method
considers antenna-based diversity techniques and many other related methods. In
physical layer key generation security technique, the data at both ends are encoded
with same array of bits namely key which is generated at both legitimate users ends
for secured transmission. PLKG utilizes parameters like RSSI, CSI for performing
secured transmission over wireless channel [21].

In PLKG, beacons of transmitter and receiver are exchanged and processed to
generate same keys at both ends. This process eliminates the sharing of keys hence
additional security is provided. Generated keys must be sufficiently random with
desired value of key generation rate (KGR), key disagreement rate (KDR), and key
error rate (KER). KGR shows amount of bits generated unit time per measurement.
High value of KGR is preferable for key generation. KDR shows number of bits in
which pre-key bits differs at both ends. Normally, this value was considered low.
KER defined as the ratio of number of failed key groups to the number of total key
groups. PLKG includes four main steps for successful key generation are channel
probing and RF preprocessing, quantization, information reconciliation, and privacy
amplification and key generation. All these steps are briefly summarized in Fig. 3
[22].

For PLKG, RSSI preprocessing is used to improve the KDR and KGR while
maintaining sufficient randomness. In recent literature, various techniques of prepro-
cessing are used to enhance the performance of PLKG and are listed in Table
1.

From the above-discussed findings, it is observed that RSSI preprocessing plays
an important role for generating secure key between two legitimate users present
in a wireless channel. Authors suggested different algorithms for generating secure
key at both ends by using different preprocessing techniques for signals like PCA,
DWT, DCT, MWA, etc. This survey shows that there is a lot of scope in applying

1. Channel probing & RSSI 
preprocessing:- probing is periodically 

done for continuous measurement of  
RSSI/CSI by exchanging beacons at both 
ends and processed  for improved system 

performance. 

2. Information reconciliation:-
Identification of number of bits which are 
different at both ends due to noisy and half 

duplex mode of channel.

3. Quantization: - Probed signal is 
converted in form of bits.

4. Privacy amplification & key 
generation: - Obtaining final secret key 
and removing the leaked information in 

above stage.

PLKG Steps

Fig. 3 Different PLKG steps [22]
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Table 1 RSSI preprocessing in key generation

Author name and year Brief description Outcomes

Zhan et. al. (2017) [23] RSSI is passed through DWT
compressor and multi-level
quantizer, which is followed by
two universal hash functions

Improved BDR as compare to
existing algorithms

Li et. al. (2018) [24] Comparison of different
approaches like DCT, DWT, and
PCA with common eigen vector
on RSSI for PLKG system

PCA outperforms in terms of high
KGR, low KER, and improved
randomness

Soni et. al. (2019) [25] Improved secret key generation
scheme for IoT networks which
process RSSI data by moving
window averaging (MWA)
approach followed by Llyod- Max
quantizer

Reduces BDR appreciably at low
signal to noise ratio (SNR)

Soni et. al. (2019) [26] Different quantization schemes
like linear, Lloyd, Ambekar, and
common Llyod are compared for
PLKG taking input as RSSI

Llyod Max quantizer performs
with improved randomness and
low BDR

Soni et. al. (2019) [27] Authors suggested a MWA-based
filtering approach on RSSI using
Ljung Box Q test and Allan
Variance

Low BDR with improved
randomness in their key

Lin et. al. (2020) [28] Authors propose to use wavelet
shrinkage-based approach
followed by a quantizer with
guard band security on RSS
signals in PLKG system

Algorithm outperforms on the
basis of BGR and BDR
significantly

preprocessing techniques to PLKG system. For example, different dimensionality
reduction techniques like high correlation filters, uniform manifold approximation,
etc., may be used in the future to achieve desired characteristics of key generation.
Similarly, various filtering techniques and non-linear processing techniques are also
used for future purpose.

4 Localization of Nodes in Wireless Networks

Localization in wireless networks plays a key role in enhancing the network perfor-
mance. Localization is the process of locating any object/node as per its geographical
and physical coordinates. It also helps to predict exact location of different mobile
nodes in a wireless environment which in turn helps to fix the number of nodes in the
network. Different wireless networks Wi-Fi, Bluetooth, Zigbee, and infrared, etc.,
use localization for efficient deployment of their nodes. This may result in add-on
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in network performance in terms of cost, power consumption, utilization of network
resources, etc. Localization [29] concepts are being used inwide range of applications
likewireless container positioning system in shipyards using tags, healthcare systems
like telemedicine, wireless construction material management, for road safety and
mining safety, etc.

There are various techniques used for localization in wireless network which
are shown in Fig. 4. Outdoor localization mainly depends on GPS for collecting
random information of all sensing nodes [30]. GPS provides accurate results, but
it suffers from complex processing and hence practically unviable for denser wire-
less networks. Moreover for indoor wireless networks localization, other alterna-
tives are more attractive. Generally, indoor systems need beacon or anchor nodes for
identification. Usually, beacon data generated by anchor nodes used to identify the
exact location of nodes. Anchor nodes are the nodes which have their exact location
determined by GPS installed at them or manual positioning and rest of the nodes
depict their location via anchor nodes. From Fig. 4, it is clear that indoor localiza-
tion considers proximity-based localization as in Bluetooth or infrared (IR) enabled
devices, range or angle-based localization which considers angle of arrival (AoA),
time of arrival (TOA), time difference of arrival (TDoA), etc., and lastly range free
or distance-based localization which includes DV hop count-based, approximate
point-in-triangulation test (APIT), etc. [31]

Each method have its own advantages but RSSI-based technique is considered to
be most vital because of its robustness and cost saving approach, and it can support
existing infrastructure of network also. In this approach, localization and positioning
are done with the help of RSSI-based distance estimation or measurement [32].
Localization using RSSI processing has been extensively used in wireless networks,
which are summarized in Table 2.

From the above discussion, it is clear that preprocessing of RSSI received from
various access points available in indoor or outdoor environment proves itself amajor
tool for identifying mobile nodes in a compact indoor environment and in denser
outdoor environment. Furthermore, decision trees, regression analysis, Bayesian
networks, and genetic algorithms can also be part of processing methods of RSSI
signals for better localization with low positioning error rate. Hence, it is clear that
RSSI-based localization provides sufficient space for future research.
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Table 2 RSSI preprocessing in localization

Author name and year Brief description Outcomes

Abusara et. al. (2016)
[33]

mFOS algorithm considers RSSI
of those APs in network which are
more informative than other, and
hence others were rejected. This
reduces overall network
dimensionality

More accurate APs localization
along with improved accuracy
and reduced complexity

Hou et.al (2017) [34] Author uses RSSI data and
preprocesses it to denoise using
two filtering techniques viz.
smoothing filter-based and
wavelet transform-based

Reduced localization error with
greater stability

Roy et. al. (2019) [35] RSSI data collected from various
grids was preprocessed to
denoise, and then different grids
were formed with minimum error
rate followed by machine learning
(ML) algorithm for further
location identification

Proposed work improves
localization accuracy up to
96.62% with low localization
error rate of 4.54%

Wu et. al. (2019) [36] The algorithm work in two
phases: one is off line phase in
which data collected and
processed using PCA and SVM
technique and another is online
phase in which different ML
functions were formed

Improved localization error rate
with high accuracy

Liu et. al. (2019) [37] The algorithm has two phases: -
First one is dynamic de-noising of
RSSI data and after that iterative
clustering is done. Second one is
feature enhancement, in which
they jagged fluctuations

Reduced positioning error up to
greater extent and may lie
between 28 and 33%

Anagnostopoulos and
Kalousis (2019) [38]

Proposed some possible machine
learning-based RSSI data sets
solutions which uses
fingerprint-based localization
method in outdoor positioning for
a Sigfox like urban area networks

Reduced mean localization error
up to 298 m and median error to
109 m

5 Energy Efficient Wireless Networks

Energy efficiency plays an important role in designing any data networks. Various
algorithms are being used to make different communication networks like Blue-
tooth network, WSN, Wi-Fi, low power wireless public area network (LoWPAN),
etc., as energy efficient [39]. In general, for designing an energy aware wireless
network, different aspects need to be considered, as depicted in Fig. 5. For energy
efficient designing, one should consider optimum selection of different hardware
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Fig. 5 Designing parameters for energy efficient wireless networks [40]

components, energy aware node designing including software algorithms, effective
routing protocols, efficient architecture design, etc. [40] Apart from long history
of all these traditional constituents to make energy aware network, recently RSSI
processing-based techniques is used for the same purpose.

Table 3 summarizes different research works considering RSSI processing for
energy efficient wireless networks.

Table 3 RSSI preprocessing in different energy efficient networks

Author name and year Brief description Outcomes

Soni et. al. (2019) [41] Authors combine PCA and
MWA algorithms and apply on
RSSI in suggested power range
for IoT network and in
presence of color noise. PCA
reduces the dimension of RSSI
and results in power saving

Low BDR and improved
randomness with energy aware
future IoT systems

Margelis (2017) [42] DCT for preprocessing of
RSSI, which is followed by
quantization and Slepian-Wolf
coding for information
reconciliation stage

Efficient secret keys at a faster
rate with low energy entropy

Xu (2009) [43] Author uses multiple agents to
make energy efficient network.
RSSI data processed properly
in order to fulfill its integrity
before transmitting it to
destination nodes

Reduce transmission error
along with energy saving

Nisha and Basha (2020) [44] The algorithm preprocesses
residual energy and RSSI for
making energy aware clusters.
After that triangular fuzzy
membership functions are used
for choosing cluster heads

Reduced energy consumption
in the network
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It is concluded that preprocessing of received signal strength (RSS) is utilized
in many works, which helps in designing an energy efficient network. Furthermore,
the designing of energy aware networks can be supported by RSSI processing based
on ML by making the network self-sustained. By using various ML models, the
nodes themselves study their energy status by maintaining an energy aware table for
each node in the network, which helps them to decide whether they have to remain in
activemode or in sleepmode. Similarly, different ANN and dimensionality reduction
techniques were also used as RSSI processing techniques for reduction of power
usage in different networks in multiple ways.

6 Human Activity Recognition (HAR) Systems

In past few decades, rapid development is noted in the field of human activity detec-
tion and its related methodologies. These human activity-based techniques become
one of the important fields for researchers in past few yearsmainly because of genera-
tion of various newhuman neural andmental diseases. These diseases force observers
to continuously monitor human activities inside or outside their homes. Human
activity monitoring also found applications in military surveillance, telemedicine
networks, etc. [45] Human activities are mainly classified as macro activities and
minor activities. Macro activities include sitting on chair, standing position, lying
on a bed, etc., whereas micro activities relates to hand gestures, facial expressions,
peeling a fruit, etc. Human activity-based systems are classified on the basis of
gestures, atomic actions, human to object or human to human interactions, behav-
iors, and events [46].Commonly used human activity recognition methods are shown
in Fig. 6. Unimodal consider RSSI data with unique modality like gestures image
only. Unimodal also classifies itself on the basis of evaluating raw RSSI data like
spatiotemporal features, trajectories, statistical model, rule-based, motion of body
part, etc. Multimodal includes RSSI data of all different physical gestures. It is also
categorized based on type of RSSI data collected like expressive communication,
facial expressions, social interlinking with other human, etc. Interestingly for HAR

Human Activity recognition 
methods 

Unimodal 

Space time Stochastic Rule based shape 
based

Multimodal 

Affective Behavioral Social 
networking

Fig. 6 Human activity recognition methods [46]
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Table 4 RSSI preprocessing in HAR

Author name and year Brief description Outcomes

Sigg et. al. (2014) [47] Author investigated various
aspects of RSSI-based data
collected on mobile handsets for
proper gesture recognition

Achieve high accuracy in
recognizing up to 11
gestures

Mukherjee et. al. (2018) [48] Author creates an indoor WSN
network and detects four
different motions by a human as
per signal received. At last they
compare radar-based system
data with RSSI data

Improved accuracy in case
of RSSI-based WSN
network

Booranawong et. al. (2019)
[49]

Author proposed an effective
filtering approach which
automatically reduces RSSI
variations at each subsequent
level for reducing the
complexities in the RSSI
processing, and preprocessed
RSSI data helps to identify
human motion effectively

Improved accuracy with
reduced computational
complexities

Su et. al. (2020) [50] Author proposes an effective
wearable mosaic antenna for
efficient human activity
recognition. RSSI collected from
antenna preprocessed with
machine learning approach
which performs better than other
available wearable antennas

Achieved an accuracy of
91.9% for RF-based
recognition systems

also, RSSI processing is proving itself a major technique, and a few reported works
are given in Table 4.

It is clearly evident from literature that RSSI preprocessing performs an impor-
tant role in improving the accuracy of a network deployed and reducing the overall
network complexity for HAR. In future, various RSSI processing techniques like
ML-based, dimensionality reduction-based, transformation-based, etc., can be used
individually or combined for getting improved performance for HAR.

7 Miscellaneous Applications

This section summarizes few more application areas of RSSI processing apart from
key generation, localization, energy efficient network, andHAR. RSSI preprocessing
might be helpful in various other applications like signal recognition [51] and channel
estimation in indoor environment by employing various ML techniques along with
neural network algorithms. Various algorithms for proper handoff sessions are also
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proposed,which are basedonRSSIprocessing, in order to providehighQoS tomobile
users [52]. RSSI may be used as controlling element for automatic gain control
systems, in various trans-receivers [53]. Wireless channel identification (Line-of-
sight (LOS)/non-line-of-sight (NLOS)) [54], position, and power adjustment of hard-
ware components also done based on RSSI, received from various sensors. Hybrid
beamforming was proving itself as one of the promising technology for providing
high data rate to massive multiple-input multiple-output (MIMO) systems. Author in
[55] proposed a novel RSSI-based unsupervised deep learning method to design an
effective precoder analog codebook which uses partial CSI feedback. Their system
outperforms in terms of reduced signaling overhead and improved spectral efficiency.
Other applications are also being developed where RSSI preprocessing has been
playing a key role to improve network performance substantially. It seems that RSSI
processing may be beneficial for upcoming multi-domain applications apart from
discussed in this section.

8 Conclusion

In this paper, we made a detailed discussion on various applications of preprocessing
of RSSI in real-world applications. Preprocessing of RSSI plays an important role
in different applications which decides the overall system performance. First we
discussed PLKG in wireless networks using RSSI, adopting different preprocessing
techniques like MWA, DCT, DWT, various dimensionality reduction techniques,
etc. There is vast majority of such techniques, such as Wiener filtering, nonlinear
processing of RSSI, etc., are still available which have not been applied so far.
We expect that incorporating these possible techniques will add new dimensions in
PLKG. Similarly, localization process may be further improved by using optimizing
techniques like genetic algorithm, particle swarm, etc., over RSSI. Power constraint
networks like IoT, WSNmay use techniques which are less complex and require less
computation power for processing of RSSI. There are varieties of dimensionality
reduction techniques other than PCA which can be possible alternatives to existing
ones.We foundHAR as another application area, in which RSSI processing is further
need to be explored. This paper also summarizes various preprocessing techniques
applied over different applications of wireless networks. The paper concludes that lot
of future scope ofRSSI preprocessing techniques is available in different applications
to achievedesirednetworkperformance and this reviewmaybeuseful for researchers.
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Abstract Natural disaster in India has become a great challenge in the recent years.
Each year the rates have been escalating affecting both the social as well as economic
progress of the country. India’s topographic/climatic and socio-economic features
make the countrymost vulnerable to the devastating effects of such calamities.Hence,
it is the need of the hour to come with a system capable of long term as well as quick
prediction of disaster. This can be useful for early preparedness and developing
well-planned mitigation/relief system which can reduce the effects of such disaster
and can be also useful in channelizing the finding in a right way during calamities.
The proposed system consists of modules for prediction of: Weather pattern, flood,
earthquake, landslide, fire and gas leakage. The sensor node deployed at various
disaster-prone areas transmits sensor data to a local aggregator that pre-process the
data and relays to remote monitoring servers. The remote monitoring platform has
algorithms for prediction of disaster aswell as suggestions for quick response.Hence,
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Keywords Internet of things · Disaster management · Multi hazard warning ·
Simulation study

V. Menon · R. Arjun Rathya · A. Prasad
Department of Computer Science & Engineering (CSE), Amrita Vishwa Vidyapeetham,
Amritapuri, India

A. Gopinath · N. B. Sai Shibu (B)
Center for Wireless Networks & Applications (WNA), Amrita Vishwa Vidyapeetham,
Amritapuri, India
e-mail: saishibunb@am.amrita.edu

G. Gayathri
Department of Mechanical Engineering (ME), Amrita Vishwa Vidyapeetham, Amritapuri, India

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. M. Thampi et al. (eds.), Advances in Computing and Network Communications,
Lecture Notes in Electrical Engineering 735,
https://doi.org/10.1007/978-981-33-6977-1_31

405

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6977-1_31&domain=pdf
mailto:saishibunb@am.amrita.edu
https://doi.org/10.1007/978-981-33-6977-1_31


406 V. Menon et al.

1 Introduction

In recent years, India has become one of the countries, which are most likely to be hit
by disaster and hasmade it one of themost vulnerable countries, this predicament has
now become a common trend. Its unique climatic condition due to its geographical
and topographical features makes India highly vulnerable to cyclones, avalanches,
flood, lightning, earthquake and many other disasters. Its socio-economic vulner-
ability also makes it one of the most effected countries during such catastrophe.
According to National Disaster Management Authority (NDMA), almost 40 million
hectares of Indian commonwealth are exposed to devastating flood (which is 12%
of total land), 68% of the nation’s land is endangered by droughts, avalanches and
landslide, along 5700km of the 7516 coastline is prone to tsunamis and cyclones, and
58.6% of total landmass is prone to effects of earthquake [1]. Amid to its susceptible
conditions, India, is placed among the top disaster-prone countries. According to the
2019 Global Risk Index annual report, India was the 14th most susceptible country
in world. The report also stated that almost 2736 deaths in 2017 owing to disasters.
Further, economic losses in India due to these disasters accounted for almost 13,789
million dollars, which is the 4th highest in the world. So, now the question stands
whether to come up with a solution to cut out these losses or consider it as the plight
of our nation. One way to reduce the economic impact of these frequent disasters is
by developing a well-defined disaster prediction and mitigation system.

Lately, there has been an upshot in the field of IoT, and more and more systems
are being connected via IoT. IoT has given a major contribution in the development
of various fields of agriculture, water management, education, etc. In this project, we
are trying to develop a disaster preparedness system using the applications of IoT.
Our IoT-based system collects data with the help of interconnected WI-FI modules
which consists of multiple sensors which are used to detect a disaster. This system
would alert the person about the disaster and help the person to save his life. With
the help of multiple Wi-Fi modules and sensors, any disaster can be alerted, and the
data of various sensors can be stored in various cloud servers which can be analysed
for predicting the forthcoming calamities.

The paper is organized as follows, and Sect. 2 briefly describes the state of the
art and other similar works performed at various institutions. Section3 explains
the proposed system and the design. Section4 describes the system architecture
development and implementationwith the required sensormodules and explains how
the proposed system handle multiple disasters simultaneously. Section5 provides
details on workflow the mobile app used for the system. The paper is concluded in
Sect. 6.
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2 Related Work

This section summarizes few similar works performed by other researchers in this
field. Technologies such as crowdsourcing, IoT, AI, ML are widely used for develop-
ing system that help in predicting or detecting natural calamities. There few system
that are capable of informing the public about the natural disaster and help saving
their life. Ramesh Guntha, Sethuraman. N. Rao and Avinash Shivdas provide a case
study [2] on crowdsourced technology deployed during the Kerala 2018–2019 flood.
Here, they have initially studied the various crowdsourced application in previous
crises and have tried to develop an app called Amrita-Kripa which addresses the
downsides of the previous crowdsource models, but the developed model had its
own challenges due to duplicacy of data and misuses of the app during the supply
face, we can tackle these problems by developing algorithms to check the authenticity
of the requests.

Deekshit et al. [3] have developed a smart geophone sensor network which col-
lects data from the deployed site and detects the possibility of seismic actions. The
system consists of: Arduino, geophone sensor, Wi-fi/Bluetooth modules. In the pro-
posed design, the deployment site is divided into various regions, and based on the
regions, the sensors are fed with algorithms to detect different frequencies. Algo-
rithms for removing noise and selecting relevant datawere also designed in this paper.
Tieman et al. [4] deal with the designing of a micro-electromechanical system-based
accelerometer which canmeasure accelerations in three axis. Here, they are using the
combination of two sensors: ADXL150 and ADXL250 and a microcontroller. While
ADXL150 senses change in acceleration over one axis, the other sensor checks for
the other two axes. The data is collected and handled with the help of a microcon-
troller. Here, the accelerometer described in the paper is a low-cost model built with
commercial off the shelf components that allows onboard data addition and helps in
connecting multiple interfaces.

Kusriyanto and Putra [5] have developed a weather station using the following:
Arduino Mega 2560, FC-37 rain sensor, BMP-180 air pressure sensor, temperature
and humidity sensor and a WI-FI module. The system uses weather prediction algo-
rithms which are based on the barometric pressure. The accuracy of the sensor as
well as the algorithms was compared to the data from PCE-THB 40 module, and the
results were quite satisfactory. The paper Utz et al. [6] elaborate the working process
of an accelerometer of MEMS based with CMOS of ultra-low noise which are inte-
grated with a data-IC that contains a bulk micro machined sensing capacitor of high
accuracy/precision which is cost efficient and focuses mainly on the high accuracy
of measurement and low noise. The main parts of this construction are capacitive
sensing element and Analog ROIC. The output noise is lesser than 1 µ ∗ g/

√
Hz,

so the accelerometer can be used for measuring seismic waves with high-precision.
Ardiansyah et al. in [7] use a fuzzy logic method to detect rainfall patterns and

rainfall levels. The fuzzy logic is based on computing the degree of truth instead of
denoting the output as HIGH(1) or LOW(0) valuewhich is used inmost of the current
computer programs. The FL helps to solve the problems and gives the best decision
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considering all the data. The system proposed in this paper consists of Arduino, tem-
perature and rain sensors for measurement of temperature, humidity and prediction
of weather. The five possible predictions shown in this paper are: Cloudy (cloudy
weather), Sunny (dry weather), Drizzle (Chance of rain), Wet (raining) and Heavy
rain. The paper also states the effectiveness of the fuzzy logic method in providing
data for intensity of rainfall. Kunnath and Ramesh presents [8], a deployed wire-
less sensor network that is capable of detecting natural disasters like landslides. The
authors present the paper with a deployedmodel that uses a nestedwireless geophone
network which is capable of sensing any kind of ground movement and follows a
corresponding signal processing algorithm that helps in producing appropriate warn-
ings. They emphasize the advantage of using a three axis geophone at each layer after
their pilot model which they deployed in a colony in Munnar, which is well known
for its landslides in Kerala. Based on the ideas gathered from these paper, we propose
an IoT-enabled multi-hazard warning system in the paper, and the proposed system
is described in the following section.

3 System Architecture and Design

The proposed system design as shown in Fig. 1 consists of various modules arranged
in a hierarchical manner. This proves to be useful as the sensors are distributed
thought the city, hence these modules can be divided for each zone/ward in a city,
and this makes both analysis and relief planning easier. The proposed diagram also
contains the information of handling and analysing sensor data. The various modules
in the proposed system are explained below.

Fig. 1 Block diagram
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3.1 Data Collection Module

Data captured from the sensors that are deployed in the field are collected by the
data collection module. This module comprises point of use (PoU), echo and push
modules as shown in Fig. 2.

Point of Use Module These modules are setup at the points of data collection.
These modules are deployed with various sensors (depending on the disaster to be
analysed: can be accelerometer (earthquake), ultrasonic (water level), etc.), and an
Arduino board (with Bluetooth) is used for data collection. The sensors used in this
module depend on the disaster to be predicted and can be divided into

• Weather analysis
• Flood detection module
• Earthquake detection
• Landslide detection
• Fire detection module
• Gas leakage detection.

Echo Module The PoU modules may be out of Wi-Fi range, and hence, a lot of
useful data can be lost. As a solution for this, we have designed the echo modules,
and these modules consist of Arduino board(with Bluetooth)/ alternatives. These
modules act as a hop in the network. A number of such hops are deployed depending
on the distance between PoU modules and region within the Wi-Fi range/network.

PushModuleThese act as receivers and also push the data from the PoU’s to servers.
This module consists of Arduino board (with Bluetooth+Wi-Fi)/ alternatives. The
communication configuration of the PoU, echo and push modules is shown in Fig. 3.

Fig. 2 Data collection module containing PoU, echo and push modules as sub-modules
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Fig. 3 Basic framework of PoU, echo and push modules

3.2 Data Server

The servers are arranged in an hierarchical way. The data from various push mod-
ules are sent to a local server, and similarly, there are many local servers divided
throughout the city. The data from all these local servers are then uploaded to a
central server.

3.3 Central System

The central system must be capable of processing a high amount of data, so for this
purpose, we use single board computers like: Raspberry Pi, etc. A set of response
algorithms are set in the central system which would alert the user in case of emer-
gency. It should also follow the following tasks:

• Send quick response E-mail/SMS alert when any of the sensor data crosses the
specified threshold values. (Quick response)

• Load different reports on a daily/monthly/yearly basis. (Quick response)
• Upload data to respective tables for visualization/prediction of forthcoming events.
(long term)

• Upload data into the cloud. (long term)

Note: Here, in the central system, we are using Raspberry Pi because of its efficiency
to stream and process larger data quickly when compared to other MCU’s and single
board computers.
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3.4 Data Storage and Analysis

For this purpose, we are using both cloud and local database: Data collected from the
sensors deployed in the area are stored in both local database and cloud storage. Data
collected from the sensors will be used for data analysis and machine learning-based
models in future applications.

1. Local Database: This database is used for quick reference and response actions.
For this purpose, we have proposed an app. The user can get a feed on the sensor
data risk status on a daily/monthly/yearly basis. The quick response algorithms
are designed in such a way that it will send e-Mail/SMS to all the residents of
the locality when the sensors data crosses the predefined threshold values.

2. CloudDatabase: This part of the system is used for data visualization and predic-
tion. For this purpose, we are using the ThingSpeak API. Here, we can store the
sensor data on daily/monthly/yearly basis and can useMATLABdesigned codes,
and these codes used ML/CNN/classification algorithms for disaster prediction
and analysis. The algorithms are designed to categorize the current situation on
various ranges:

• Green (Safe)
• Yellow (possibility—the need for planning)
• Orange (Onset of disaster/mild effects—well-developed relief plan ready to
be deployed)

• Red (Devastating effects—executing relief plans).

This module also helps in visualizing the data in various graphs and chart format.
The data visualization/predictions from ThinSpeak are also incorporated in the
mobile appwhichmakes the access of information easier and available at a single
platform rather than switching sites each time to see the ThingSpeak output.

4 Algorithm Development and Implementation

Once the system architecture is defined, the algorithms were developed and imple-
mented in a simulation environment to validate the results. Algorithms were devel-
oped for weather prediction, flood estimation, earthquake, landslide, fire and gas
leakage detection. The steps involved in algorithm development and implementation
are described in this section. The common element in all the PoU modules is the
Arduino board with Bluetooth, but here we are using an alternative board ESP32,
which consists of an inbuilt Wi-Fi/Bluetooth module.
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4.1 Weather Station Module

This module is designed for weather prediction on both daily as well as long-term
basis. The system consists of an Arduino board (with Bluetooth)/alternatives and
various sensors for weather prediction.

1. ESP32 board (alternative for Arduino + Bluetooth)
2. Rain Sensor (FC-37): The FC-37 sensor is used for sensing rainfall and also

measuring the intensity of rain. The sensor consists of two parts: electronic and
collector board. The basic idea implemented here is the varying resistance of the
collector board depending on the amount of water on the surface of the board.
When the surface is wet, the resistance value of the collector increases, hence
the output voltage falls, and when the surface is dry, the resistance is low, and
the output voltage is high. Hence, the intensity of the rain can be measured.

3. Air pressure BMP180: These are designed to measure the atmospheric and baro-
metric pressure. Air has weight and owing to its weight, pressure is felt whenever
there is air. The BMP180 can measure this pressure and can give a digital output
for the measured value. The BMP180 also consists a good temperature sensor,
which comes in handy as the temperature affects the pressure. Hence, tempera-
ture effects have to be compensated during pressure reading.

4. DHT22: TheDHT22 is used formeasuring temperature and humidity. The sensor
consists of an inbuilt NTC used to measure temperature and an 8-bit microcon-
troller used to output the temperature and humidity values as serial data. The
sensor is easy to interface with microcontrollers because of its factory calibra-
tion. The sensor canmeasure humidity from 0 to 100%with an accuracy of±1%
and temperature from −40 ◦C with an accuracy of 1 ◦C.

5. Algorithm: Two types of algorithms have to be designed as shown in Fig. 4:

(a) Quick prediction: This algorithm is used for predicting the forecast based
on current data and for the respective day. The quick prediction modules are
based on Zambretti algorithm. Zambretti algorithm uses values like absolute
values of pressure, pressure trend, season, and wind direction (Note: wind
direction and season have a small impact on output). Based on these values
Zambretti algorithm calculates a forecast number ‘Z’. Further, the forecast
number ‘Z’ can be used to predict the weather forecast using the forecast
table. The details of the calculations and forecast tables are provided in [9].

(b) Long-term prediction: Prediction of weather just for a particular day can-
not be useful for disaster preparedness, and for this, we can use various
ML/CNN/ classification algorithms using MATLAB (ThingSpeak) which
can predict the chances of storm/cyclone/flood/forest fire, etc. The data from
these modules can be used for the prediction of various disasters after con-
sidering data from other modules also.
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Fig. 4 Algorithm for weather prediction

4.2 Flood Detection/Prediction Module

This module is used for flood detection and prediction. Themodule uses a water level
sensors (ultrasonic sensor) and microcontroller for detection, and a combination of
this module and weather station module or other modules are used for prediction.

1. ESP32 board (alternative for Arduino + Bluetooth)
2. Ultrasonic sensor: Any ultrasonic sensor according to the manoeuvre can be

used. The selection must be based on the range of the sensor. The maximum
depth of the point of deployment must not exceed the range of the sensor.

3. Algorithm: Here also, the algorithm can be categorized into two as shown in
Figs. 5 and 6:

(a) Quick detection: These algorithms are set for quick detection of a flood.
Three-level threshold system can be used here. Based on the threshold val-
ues, the state of the crises can be divided into red, yellow, orange or green.
The values might change from one point of deployment to another. The
threshold can be set by the authorities.
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Fig. 5 Algorithm for flood detection/prediction, here in quick response branch T1, T2, T3 are the
first, second and third thresholds

(b) Long-term prediction: These algorithms work on cumulative data such as
on the rain pattern data and water level over a period of time which is stored
in the cloud platforms (ThingSpeak). Using various CNN/ML/classification
algorithms designed using assessed data from recent events are used to pre-
dict the possibility of a flood. The algorithm will also classify the intensity
of the disaster which can be further useful for deciding the level of prepared-
ness needed. We will get the degree of preparedness shown in Sect. 3.4 as
the output.

4.3 Earthquake Sensor Module

This module is used to detect vibrations of earthquake using a geophone sensor
scattered at short intervals.

1. ESP32 board (alternative for Arduino + Bluetooth)
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2. Geophone Sensor: A type of sensor which senses the movement of the ground
and converts the movement into voltage. The sensor also sends the results to
the access points, and the values will be recorded. The seismic waves measured
from the base lines are further used for analysing the structure of earth.

3. Algorithm: Here, algorithm is classified into two categories as shown in Fig. 6:

(a) Quick Detection: When an earthquake takes place, the occurrence of S-
waves (it is the second wave you feel during an earthquake and only moves
through solid parts and stopped by liquids and gases) and thewaves produced
by the surface which causes more damage than the P-waves(compressional
waves which travels through any kind of material like solid, liquid or gas)
is detected using a geophone sensor. So, an early warning or alert regarding
the earthquake can be given. The speed of P-wave is 5.6 and S-wave is
3.2km/s. Here, for 7.51km distance of each sensor from the secured area,
one second of response time is added. Therefore, to provide more resolution
for response time, we must assign more sensors at smaller intervals in an
area. A low-cost geophone can detect sensitivity larger than 25 V/m/s and
frequency more than 4.5Hz. The algorithm for the earthquake is taken as we
compare all the values of the waves which is then determined whether the
wave is greater or lesser than the threshold value (TV), and if the value is
greater, an alert message will be sent, and if the value is lesser, no message
will be sent to the access point. The equation given below is the relation
between response time and radial distance of the sensor used [10]:

tresponse × 7.51Km/s = dradial (1)

where:
tresponse = Allowed Response Time in Seconds

dradial = Radial Distance of Seismic Sensor from the Protected Area

(b) Long-term prediction: These algorithms work by analysing the data from
the modules over a long period of time like over a month or year using
CNN/ML/classificationmodelswhich are designed using assessed data from
previous events, and the algorithm provides prediction of the intensity of the
catastrophe which can be useful for preparedness.

4.4 Landslide Sensor Module

For a landslide detection, the smart geophone system is deployed in different regions
to detect different frequencies at different time periods. Here, we have divided the
landslide prone area into three layers namely top, middle and bottom. The top layer
has the highest frequency of waves, so the geophones of high-frequency are assigned
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Fig. 6 Algorithm for earthquake and landslide

at the top layer, and the geophones of low-frequency are placed at the bottom area as
they have the lowest frequency of waves. The frequency obtained from the leaf nodes
of the sensor is delivered to the data centre, the data are analysed by the data centre,
and according to the analysis of the data, a warning is sent to the corresponding user.

1. ESP32 board (alternative for Arduino + Bluetooth)
2. Geophone Sensor: A type of sensor which senses the movement of the ground

and converts the movement into voltage. The sensor also sends the results to
the access points, and the values will be recorded. The seismic waves measured
from the base lines are further used for analysing the structure of earth.

3. Algorithm : Here, algorithm is classified into two categories Fig. 6:

(a) Quick Detection: The algorithm for detection of landslides includes wavelet
denoising part, short-term average part (STA), long-term average part (LTA)
and comparison part. The wavelet denoising technique abstracts desultory
noise from the data accumulated by the geophone. Short-term average part
(STA), long-term average part (LTA) of the signal is utilized to calculate
the STA/LTA. When the value of STA/LTA is more preponderant than the
threshold value, a digitalized signal of perpetual events from the geophone
is sent to the data centre, and if the STA/LTA ratio is less than the threshold
value, the digitalized signal from geophone is not sent to the data centre. And
a landslide is recognized when all the geophones at an area has registered
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an identical event or otherwise the noise is caused by a footstep or a moving
object like a vehicle as mentioned in [11].

(b) Long-term prediction: As all the above sensors, this algorithm also has the
CNN/ML/classification models which are designed using the data of previ-
ous events, a continuous analysis is done for several months or years to get
an accurate prediction of the catastrophe which gives an early warning, and
the authorities will be able to provide all sorts of preparedness.

4.5 Fire and Gas Detection Module

The module consists of a combination of MQ2 gas sensor and flame sensor as its
core along with an Arduino board (with Bluetooth)/alternatives. A fan is included
in the module as an actuator. With the help of DC generators, these sensors are
supplied with initial power supply to operate and are connected to the MCU. Here,
we are using an alternative board ESP32, which consists of inbuilt WI-FI/Bluetooth
modules.

1. ESP32 board (alternative for Arduino + Bluetooth)
2. MQ2 sensor is a gas as well as smoke detector. It has a concentration scope of

200 to 10,000 ppm which improves its ability to sense smoke and gases like
LPG, hydrogen, carbon monoxide, alcohol, propane and even methane which
prove to be highly inflammable gases.

3. The flame sensor senses the presence of flameor fires.With its trademark in quick
responses due to an approximate of 600 detection angle, adjustive sensitivity and
most impressively high photosensitivity, the module works best in detecting fires
or any kind of light sources.

4. Algorithm: designed in two types as in Fig. 7:

(a) Quick prediction Algorithm: When a gas or smoke is detected by the MQ2
sensor, the read analog outs from the sensor moves to the MCU and results
in HIGHMCU outputs depending on the threshold values. Rs is being resis-
tance of sensor in gas concentration, and R0 is being resistance of sensor in
fresh air,

Rs = [(Vin × RL) ÷ Rout] − RL (2)

In clean air
Rs ÷ R0 = 9.8 (3)

The ratio of resistance of sensor in gas concentration to that of fresh air is
cross checked with the graph provided in the datasheet illustrating Rs /R0

against concentration (in ppm) to find the concentration of the detected gas
[12]. This helps in detecting gas leakages, puts up the chances for fire spreads
and even helps in predicting poisonous gas formations in industries when the
composition of gas varies with different exhausts. The alert messages from
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Fig. 7 Algorithm for fire and gas detection

the ESP32 module with the help of inbuilt GSM module are set through the
cloud andmake the crowd aware of the situation. Actuators like exhaust fans
will be HIGH depending on the reaction time captured by the sensors, and
it behaves accordingly and stops when there is no gas or smoke within the
detected range. Similarly in the case for fire detection modules, the MCU
puts up the actuators and alerts based on HIGH or LOW output values from
the flame sensor which are the inputs for the MCU.

(b) Long-term prediction algorithm: In case of disaster preparedness, quick pre-
diction woill not be suited for handling the situations. However, the regular
updates of the sensed values from the modules to the ThingSpeak help in
maintaining an appropriate vision about the forthcoming disaster on the basis
of an acceptable analysed and visualized predictionwith the help ofmachine
learning algorithms. For example, gas leaks could be predicted on the basis
of daily emission rates, and chances of fire spreads could be estimated on
the basis of various gas concentrations in the atmosphere and temperature
details from the weather station module.

4.6 Monitoring Multiple Disasters Simultaneously

In the section above, we have explained the working of the system considering
separate modules for various disasters. Each of these modules can also interact with
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each other sharing and receiving data, but these functions are limited to only few
configurations. Most of the disaster modules work independently, but for estimations
of fewdisasters, data from twoormoremodulesmight be required.One such example
is flood detection: for flood detection, the water level data alone cannot be enough for
future predictions, so we have to take both water level and weather data in account
for future predictions, in such situations, the data from both the modules are used
in the ML predictors, so in such cases, sharing happens. The model and idea given
here is purely theoretical, and real-time issues with such configuration might be
in-cognizant.

5 Mobile Application Workflow and Design

When the user initially joins the app, it requests the user to add an E-mail for logging
in, and this E-mail can be used during an emergency situation to send the alert
message. Once the initial set-up is done, the app uses GPS to obtain the user’s
current location. The visualization and data provided to the user will be based on the
location. The app consists of the following module:

1. Disaster Modules (Home): This module consists of further modules for weather,
flood, landslide, earthquake, fire and gas poisoning. Within each module, visu-
alization and predictions are available.

2. Timeline and analysis of recent events: Here, a report on the recent catastrophic
event, the effected rates and relief details are given. This module also features
news feed related to disasters.

3. Map: It contains a detailed map marked with effected regions and safe regions
around our locality when a disaster occurs.

4. A detailed Government guidelines for mitigation and preparedness to be taken
in case of an emergency.

Once the user selects any one of these disaster modules in the home section, the
user enters a window containing the following sub-modules:

• Prediction: If selected, the app shows a MATLAB-based prediction done in
ThingSpeak. Here, the predicted probability rate, mortality/economic effects of
the forthcoming possible disaster and possible damage analysis are given.

• Visualization: If selected, the app shows a MATLAB-based visualization done in
ThingSpeak based on the data collected from PoU’s (sensor modules).

• Map: A detailed map of the locality/city marked red, green, yellow or orange
depending on the severity of the region.

A detailed workflow of the app is given in Figs. 8 and 9.
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Fig. 8 Workflow of the app

Fig. 9 Workflow individual modules
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6 Conclusion and Future Work

In this paper, we proposed IoT-enabled multi-hazard warning system to help in pre-
dicting and detecting various natural hazards like landslides, earthquake, flood and
gas leakage. The proposed system architecture was discussed and implemented using
the ESP32 system on chip. The system was simulated to detect quick responses and
could also predict long-term hazards. This system can be useful as it can be used to
analyse the forthcoming calamities proving the citizens as well as the authorities time
for developing a well-constructed disaster mitigation plan for fighting the situation.
Early predictions can also be useful for minimizing expenditure and also helps the
authorities to channelize the funding in a more effective manner.

The proposed system is limited to only prediction phase/identification of the dis-
aster, and the system can be upgraded by adding relief planning and distribution
phase using various crowdsourced technologies which makes it a pre-eminent sys-
tem for managing the crises during hazardous events. Sampling of useful data from
unwanted data is still a challenge as effective algorithms for identification of use-
ful data are not available. Proper identification can be useful for reducing both the
power consumption as well as the memory requirement of the PoU (sensor modules)
and can also make the prediction algorithms more effective and fast as it reduces
data duplicity. The proposed system also lacks real-time experimentation [amid to
the pandemic situation], and hence, there are many drawbacks which are oblivious.
Hence, there is still room for improvement.
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IOT Based Smart and Secure
Surveillance System Using Video
Summarization

M. Surya Priya, D. Diana Josephine, and P. Abinaya

Abstract Nowadays, security is important for every commercial property to prevent
robberies and thefts and to ensure secure safe business operations. In CCTV (Closed-
circuit television) systems, the data is non-intelligently recordedwhichproduces huge
volumes. It makes it difficult to search for the desired content from the big data. It is
found from the literature that limited work is done in the field of a secure surveillance
system using real-time videos. Therefore, there is a need for video summarization,
classification (action recognition), and encryption. This paper aims tomake decisions
about abnormal events like suspicious activity detection in surveillance applications
incorporating the above-said techniques. This IoT (Internet of Things) based smart
secure surveillance system allows for reduced storage of unwanted data and helps to
protect the confidential data to be sent to the user by cryptographic methods.

Keywords Image encryption · Feature extraction · Cryptography and video
summarization

1 Introduction

Usage of smart phones and other IoT assisted devices are increasing rapidly and
these results in expanding the collection rate of images exponentially. IoT buzz is
everywhere and it refers to connection of people and things at any time, in any place,
with anyone and anything, using any network and any service [1]. Thus, efficient
mechanisms for managing, searching, retrieving and indexing of image big data
repositories are needed. In addition to that, digital images play an important role
in different areas of interest such as commercial, military, and medical applications.
Recently, the problem of secure dissemination of secret information over the internet
is growing fast. Hence security of a specific data has become amajor concern in recent
years for which researchers have presented numerous techniques. Security systems
help individuals to feel safe. Secure surveillance system is needed in order to prevent
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robberies, theft and also to ensure secure and safe business operations. The intelligent
surveillance system eventually minimizes the required storage space and makes the
system cost-effective. Cryptography is one of the solutions for information security
and is considered as one essential aspect for secure communication over the public
network Internet.

In this paper, video summarization method is used to generate a short summary of
the content of a longer video document by selecting the most informative frames and
transmitting the informative frames via IoT. With the real time data, dataset has been
created. Then feature extraction has to be done to find the occultation difference of
image between normal and abnormal image. While transmitting an abnormal image
to the user, an encryption algorithm is used so that an attacker cannot collect any
useful information and followed by that decryption is done by the user.

The proposed method provides a complete end-end framework and reduces the
storage and transmission cost. The encrypted frame is sent to the user via Gmail and
he/she can decrypt it with the help of secret keys.

The rest of the paper is organised as follows: Sect. 2 comprises of context and
references related to smart surveillance system. Section 3 gives the proposed system
framework. Section 4 describes the most important system model of the proposed
system and the obtained results. Section 5 discusses various observations during the
course of the work and Sect. 5—The conclusion and future work.

2 Related Works

Many research works have been done under video summarization techniques and a
few is discussed under this section. This literature study has been done to explore the
different techniques/algorithms employed under different stages, their benefits and
to find the better one that exactly suit the need.

“Secure Surveillance Framework for IoT systems using Probabilistic Image
Encryption” [2]. This paper proposes a secure surveillance framework for IoT
systems by intelligent integration of video summarization and image encryption.
An efficient video summarization method is used to extract the informative frames.
When an event is detected from key-frames, an alert is sent to the concerned authority
autonomously. A new fast probabilistic and lightweight encryption algorithm is
proposed and used for the encryption of key frame. This algorithm reduces the
bandwidth, storage, transmission cost and the time required for analysts to browse
large volumes of surveillance data and make decisions about abnormal events such
as suspicious activity detection and fire detection in surveillance applications with
better security.

“DepreciatingMotivationandEmpirical SecurityAnalysis ofChaos-Based Image
and Video Encryption” [3]. This paper aims to show the two main motivations for
preferring chaos-based image encryption over classical strong cryptographic encryp-
tion, regarding computational effort and security benefits. Several statistical tests
were done and it is shown that the chaos-based encryption algorithm has better
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computational effort and security benefits than classical algorithm. Chaos-based
ciphers require less computing resources and reduce the complexity of work than
classical. But running time of chaos-based image encryption algorithm is not faster
than classical strong cryptographic encryption algorithm.

“Multi-View Surveillance Video Summarization viaJoint Embedding and Sparse
Optimization” [4]. This paper proposes a Multi-view surveillance video summa-
rization using joint embedding and sparse optimization technique. The objective
function is to capture the multi view correlations via an embedding, which helps
in extracting a diverse set of representatives and use a norm to model the scarcity
while selecting representative shots for the summary. Therefore, to join and optimize
both of the objectives, and to solve non-smooth and non-convex objective an effi-
cient alternating algorithm based on half-quadratic minimization is proposed with
convergence analysis. A key advantage of the proposed approach with respect to
the state-of-the-art is that it can summarize multi-view videos without assuming any
prior correspondences or alignment between them. Experiments on several multi-
view datasets were demonstrated and it out performs the state-of-the-art methods.
But it takes more processing time to generate good quality video summary.

“Action Recognition in Video Sequences using Deep Bi-Directional LSTM With
CNN Features” [5]. This paper proposes an action recognition method in video
sequencing using convolution neural network (CNN) and deep bidirectional LSTM
(DB-LSTM) network. In this, deep features are extracted from every sixth frame
of the videos, which helps to reduce the redundancy and complexity. The sequen-
tial information among frame features are learnt using DB-LSTM network, where
multiple layers are stacked together in both forward pass and backward pass of DB-
LSTM to increase its depth. This method is capable of learning long term sequences
and can process lengthy videos by analyzing features for a certain time. Action
recognition using this method is better comparing to state-of-the-art methods. It also
captures all the tiny changes effectively.

3 Proposed Framework

A sample video is recorded and it is converted into key frames and stored in JPEG
format. The extracted key frames will undergo preprocessing state in which the key
frames are resized, gray scaled and sharpened [6]. The sharpened image is filtered
using median filter to remove noise effectively. For feature extraction Blob Anal-
ysis algorithm is used. Blob analysis is image processing’s most basic method for
analyzing the shape features of an object such as the presence, number, area, position,
length, and direction of lumps. After feature extraction, classification of the frames
is done. For classification, nearest neighborhood classifier is used. It is a supervised
machine learning model that uses classification algorithms for two-group classi-
fication problems. By using nearest neighborhood classifier, the abnormal frame
is detected from the recorded video. For safety and security purpose, the detected
abnormal frame is encrypted using AES (Advanced Encryption Standard) algorithm.
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Gmail

Fig. 1 Block diagram of the proposed model of IoT based smart and secure surveillance system

The encrypted frame is send to the concerned user via Gmail. The user will decrypt
the frame and proceed with further actions See Fig. 1 for the block diagram of the
proposed model that clearly depicts the above said workflow.

4 System Model and Results

Video is recorded under different circumstances say classroom, office, ATM cell,
home, etc., using mobile camera or with a digital camera. This recorded video is
used as an input for further processing. For our work, video is recorded in a class-
room environment for duration of 22 s using a mobile camera. As detection of
abnormal data is the main focus, the video is taken such that it has an abnormal
content in it. The proposed framework includes key frame extraction, pre-processing,
feature extraction and classification which all fall under a single technique called the
video summarization [2, 4, 7]. Video summarization and action recognition plays an
important role in secure surveillance system which helps in efficient storage, quick
browsing and retrieval of large collection of video data without losing important
aspects. The recorded video contains a total of 645 frames. Firstly, the frames are
extracted from the recorded video (see Fig. 2). The dimensions, resolutions and bit
depth of the frame are 584× 322, 96 dpi and 24 respectively. Refer Tables 1 and 2 for
the recorded video and extracted frame metrics. Next, the frames are taken for pre-
processing. Pre-processing is a process which improves the image by suppressing
unwanted distortions and enhancing key image features for further processing. It
includes image resizing, filtering, segmentation and detection of edges [4, 5, 7, 8].
Uncertainties such as random image noise, partial volume effects and intensity non
uniformity artifact (INU) are introduced into the image, due to the manual recording
of the video. This results in smooth and slowly varying change in image pixel values
and lead to information loss, SNR reduction and degradation in edge and finer details
of image. To overcome the above effects, median filter is used. In a continuous image,
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Fig. 2 Extracted frames

Table 1 Recorded video
properties

Video size 00.00.26

No. of frames extracted from the videos 645

Bits per pixel 24

Frame rate 24.4681 frames/s

Frame height 322

Video format RGB24

Frame width 584

Table 2 Extracted frame
properties

Dimensions 584 × 322

Width 584 pixels

Height 322 pixels

Horizontal resolution 96 dpi

Vertical resolution 96 dpi

Bit depth 24

No. of training frames 150
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Fig. 3 Detection of edge
from a sample frame

a sharp intensity transition between neighboring pixels is considered as an edge. Edge
corresponds to fast change in gray level and thus, considered as high frequency infor-
mation. Thus edge detection is the process of separation of high frequency informa-
tion is. For the converted frames, edges are detected for more accurate identification
(see Fig. 3).

Next is the feature extraction process. A feature is defined as the “interest” part of
an image. The desirable property for a feature detector is repeatability; i.e. whether
or not the same feature will be detected in different images of the same scene and
trained.

Step edges, lines and junctions usually convey the most relevant information of an
image; hence it is important to detect them in a reliable way. In our model the image
features are extracted using Blob analysis method and then abnormal key frame is
detected by comparing it with collected database (see Fig. 5) using nearest neigh-
borhood classifier [9]. The Blob analysis computes statistics for connected regions
in a binary image before which the image has to be resized, sharpened and filtered.
The algorithm includes blob extraction and blob classification. The blob extraction
is to separate blobs or object in a binary image. In blob classification, the necessary
image is extracted and the rest will be omitted. Thismethod refers to analyzing binary
images by first extracting the blobs, then representing them compactly and finally
classifying the type of each blob. This also uses Foreground detection using Gaus-
sian mixture models. The “ForegroundDetector” system object compares a color
or grayscale video frame to a background model to determine whether individual
pixels are part of the background or the foreground. It then computes a foreground
mask. By using background subtraction, foreground objects in an image taken from
a stationary camera is detected. The “strel object” represents a flat morphological
structuring element, which is an essential part of morphological dilation and erosion
operations, is used to highlight the extracted feature (see Fig. 4).
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Fig. 4 Sample feature extracted images

Fig. 5 Sample collected database

The extracted key features are represented by square/rectangle box in green.
Feature extraction from two sample frames are shown in Fig. 4. The accuracy of
results in abnormal detection is highly dependent on the versatility of the database.

The created database shown in Fig. 5 consists of different types of normal and
abnormal activities taken under different circumstances and at different time. Nearly
1500 real time images are captured and trained.

Classification refers to comparing database, which contains predefined patterns
with the detected object to classify into proper category. Image classification analyzes
the numerical properties of various image features and organizes data into cate-
gories. Classification algorithms typically employ two phases of processing which
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includes training and testing. In classification, the abnormal image is separated by
comparing each and every frame with the collected database. For classification, K-
nearest neighbor (K-nn) classifier is used [7]. It is one of the introductory supervised
classifier, which every data science learner should be aware of. The simple version of
the K-nearest neighbor classifier algorithms is to predict the target label by finding
the nearest neighbor class. The closest class will be identified using the distance
measures like Euclidean distance. The K-nn pseudo code employed in the system
model is explained below

Let (Xi, Ci) where i = 1, 2, …, n be data points. Xi denotes feature values and Ci

denotes labels for Xi for each i. Assuming the number of classes as ‘c’ Ci ∈ {1, 2,
3, ……, c} for all values of i. Let x be a point for which label is not known, and we
would like to find the label class using k-nearest neighbor algorithms.

1. Calculate “d(x, xi)” i = 1, 2, ….., n; where d denotes the Euclidean distance
between the points.

2. Arrange the calculated n Euclidean distances in non-decreasing order.
3. Let k be a +ve integer, take the first k distances from this sorted list.
4. Find those k-points corresponding to these k-distances.
5. Let ki denotes the number of points belonging to the ith class among k points

i.e. k ≥ 0
6. If ki > kj ∀ i �= j then put x in class i.

Using cross-validation technique, K-nn algorithm with different values of K is
tested. Cross-validation is a statistical technique which involves partitioning the data
into subsets, training the data on a subset and use the other subset to evaluate the
model’s performance with better accuracy. It depends on individual cases, at times
best process is to run through each possible value of k and test the result. From the
645 extracted frames our model could correctly detect/classify the abnormal frame
(see Fig. 6). Only a single abnormal frame is extracted which will be then sent to the
user to know about the exact condition prevailing in the respective environment.

The last stage is the cryptography. In cryptography, encryption is donewhich refers
to coding the message or information in such a way that only authorized parties can
access it and those who are not authorized cannot. The intended abnormal image (see
Fig. 6) is encryptedusing an encryption algorithm—acipher—generating ciphers that
can be read only if decrypted. In our model, Advanced Encryption Standard (AES)
algorithm is used. The encrypted image (see Fig. 7) is then sent to the intended user
via Gmail. It can be seen from Fig. 7 that no information could be got from it and it is
believed towithstand any typeofBrute attacks.To enhanceuser’s integrity credentials
like user name and password are included to unlock the abnormal frame contents (see
Fig. 8). This method is more simple and good in security when compared with other
encryption algorithms. The AES algorithm is used in some applications that require
fast processing such as smart cards, cellular phones and image-video encryption. The
same is used to decrypt the image (seeFig. 9).However, a central consideration for any
cryptographic system is its susceptibility to possible attacks against the encryption
algorithm such as statistical attack, differential attack, and various brute attacks. The
following are the stops involved in encryption-email-decryption.
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Fig. 6 Classified abnormal image

Fig. 7 Encrypted frame

Fig. 8 User verification
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Fig. 9 Decrypted abnormal
frame

1. Encrypt the abnormal frame using ‘ImageEncryptionGui’. This GUI does the
Image Encryption of any RGB, Gray image of different formats.

2. Assign the sender’s email address (an actual, real e-mail address).
3. Get the domain to check whether emails can be directly sent from the recording

device or not (since some domains have firewall restrictions)
4. Get the email of the intended recipient and setup email andSMTPserver address.
5. Send the message/information via email to recipient with the file attached (the

abnormal encrypted frame) (see Fig. 10).
6. The recipient can unlock the message/information after the verification process

and takes necessary action based on the severe of the abnormality.
7. Alert sender that the message, with attached file, has been sent (see Fig. 11).

5 Observations

Simulation is carried out inMatlab for detecting the abnormal activities in a classroom
environment. Refer Table 3 for the technical specifications of the captured video and
their parameter settings.

It is seen that the simulated model works fine for the recorded video. The frame
extraction and edged detections were perfect. This is because the recorded video is
of very short duration and we found it difficult to handle huge sized volumes.

Wehad difficultieswith classification usingK-nn algorithm in fixing k, calculating
n and Euclidean distance. The execution for this particular section is quite high and
it is in the order of 15 s. But encryption is done faster as it deals with a single
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Fig. 10 Mailed ciphered
image

Fig. 11 Mailed decrypted
image

Table 3 Technical specifications of the captured video

Parameters Settings

Recorded video properties Rear and front video size: 16:9 FHD 1920 × 1080

Recorded audio properties Bit rate: 129 Kbps
Channels: 2 (stereo)
Audio sample rate: 44.100 KHz

Distance between the camera and the
circumstance

5, 6 m

Time required to send e-mail 20 s (depends on Internet speed and Web site load)
for 50 Mbps LAN
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Table 4 Comparison with the existing system

Reference paper no Existing method Proposed method

2 It reduces the bandwidth, storage
and transmission cost and also
provides better security. But in this
work the encrypted frame is not sent
to the user

The proposed method also reduces
the storage and transmission cost.
The encrypted frame is sent to the
user via Gmail and he/she can
decrypt it with the help of secret
keys

3 Chaos-Based Image Encryption is
used. The running time of the
process is not faster. A comparison
between chaos-based image
encryption method and classical
cryptographic encryption method is
made

No algorithm comparison is made.
The elapsed time of our model is
0.056564 min which is three times
smaller compared to the existing

4 There is a problem in developing an
end-end efficient framework

Our model has a complete end-end
framework

1 It took approximately 1.12 s for
processing a 1-s video clip

Our model took approximately 0.75
s for processing a 1-s video clip

abnormal frame. E-mail transfer was very challenging as it deals with SMTP setup
and there were firewall restriction too. User credentials verification was just right
and unintended users were prevented from access. Overall the model works well, as
proper algorithm and techniques were in use and at exact place.

6 Conclusion and Future Work

This paper has proposed a IoTbased smart and secure surveillance systemusing video
summarization. Due to recent advances in IoT-assisted networks for surveillance in
industrial environments, a significant amount of redundant video data is generated.
Its transmission, analysis, and management are difficult and challenging, requiring
image prioritization. In this work, an efficient video summarization method is first
used to extract the informative frames from the recorded video data which can be
used for abnormal event detection. For classification, the K-nearest neighbor rule is
quite simple, but computationally very intensive. Since the extracted key frames are
important for further analysis, their privacy and security is of paramount importance
during transmission. Therefore, we employed advanced encryption standard (AES)
for the encryption of key frames prior to transmission, considering the memory and
processing requirements of constrained devices. Our algorithm is secure and simple
because an attacker cannot collect any useful information about a key frame from its
corresponding ciphered image. The experimental results verify the efficiency, secu-
rity, and robustness of our algorithm compared to other image encryption methods.
The current work mainly focuses to detect the abnormal activity from the recorded
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videos. Further research can be conducted to implement this method in real time and
further to improve the security measures in other specific areas.
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An Efficient and Innovative IoT-Based
Intelligent Real-Time Staff Assessment
Wearable

J. Anudeep, Shriram K. Vasudevan, G. Kowshik, Chennuru Vineeth,
and Prashant R. Nair

Abstract The traditional method for assessing the performance of the workers in
industrial workspaces is by measuring their inertial movements. Presently in indus-
tries at the workspaces, every 20–30 workers will have an in-charge to monitor
their work. Although workers are being assessed by those in-charges, there are still
many mishaps happening in the industrial workspaces. Workers with poor work
performance are earning the wages that are same as that of a worker with good
performance. These expenditures may seem to be minimal in number, but recent
statistics reveal that this affects the company’s total productivity in a disastrous way.
Some studies state that on an average, companies are losing $3,156 on the workers
due to their idleness (Duffy J, Productivity report|bridging research and practice
on personal productivity). Forbes magazines revealed that 31% of the workers are
roughlywasting 1 h of time per day at theirwork apart from their allotted leisure times
(Wasting time at work: the epidemic continues—the fobs report). Many companies
in the UK with industrial workspaces claim that they lost 15.4 billion dollars annu-
ally only due to worker illness and their maintenance (Number of workplace injury
and work-related ill health cases|Page 8—HSE, UK report). However, unfortunately,
besides having distinct inertial measurement unit (IMU) systems in place, companies
are facing many difficulties in identifying and estimating the worker performances
and the health of the worker. Therefore, we have developed a system for overcoming
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the difficulties faced by using these IMUs using the power of IoT and Android
application.

Keywords Wearable IMUs ·Worker health · Performance analysis ·Wage
equity ·Mishaps at workspaces

1 Introduction

Most of the companies with industrial workspaces will have a major requirement
of systems that can monitor their workers efficiently and make an analysis of their
performances. A few years ago when the IMU systems were not so developed, the
work hours of the workers were calculated using paper punch systems, which was a
poor andnon-reliablemethod. Inmanycompanies,workers suddenly fall sickwithout
prior intimation to the management, which causes sudden productivity shortage for
the industry. We need a much better system that will not only assess the performance
of the worker but also can predict when the worker might fall sick as the health of
their workmen is the prior factor for the industry’s development. In order to make
this job easier and for it to be done in a smarter way, we propose a new system, which
has been developed using wearable technology and IoT.

Why are we depending on wearable technology? To answer this question, let us
first know what the different types of mishaps that are happening at the workspaces
are.

1. Whether the workers are working all the time?
2. Are they working in the workspace (near machinery)?
3. Are all the workers doing the work or if they are getting proxies by bluffing the

admin?
4. Is the worker all fit or facing any afflictions regarding health?

Monitoring each worker in all the above-mentioned aspects is a highly difficult
task in real-time scenarios. In order to know whether the worker is working near
the machinery or not, it can only be known through visionary inputs like cameras,
etc. It is also a very difficult task for the admin to monitor each worker at the same
time. Therefore, by considering all the above-mentioned problems, a wearable band
is developed which is equipped with sensors to monitor health and do a performance
analysis of workers in real time with minimal errors.

2 Problem Statement

Todesign and build an IoT-based IMUas awearable forworker assessmentwhile also
monitoring theworker’smental andphysical health.Also, to provide a comprehensive
report and analysis to the supervisor through an interactive Android application.
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3 Existing Solutions

These are some of the existing inertial measurement systems, which are used to
assess the performance of the workers at the workspaces of industries. Some of the
existing methods are cited below.

The system proposed by Nicolas Vignaisa, Markus makes use of sensors planted
ondifferent parts of the body that tracks the different bodymovements, and the system
uses a visual feedback system using a head-mounted camera. Besides the efficiency
of the system about reporting the performance of the worker, the computation time
for the whole process is very high and complex. The other major drawback of this
system is that it makes use of a various number of sensors all over the body, which
may be irksome to the worker and would not motivate the worker to wear the set-up
all day during work. As the number of sensors per worker increases, the cost of the
system formeasuring the performance of oneworker also increases drastically which
makes the system unsuitable for the market or company to be implemented on large
scale [4].

PaulLukowicz, JamieA.Ward have proposed a system to assess theworker perfor-
mance that makes use of just accelerometers and microphones placed at different
places on the body. The accelerometer is used for detecting the movements of the
body, and all the audio signals acquired from these microphones are correlated in
order to assess the environment of the person. Microphones at different places on
the body can modulate a very high level of noise due to the environment. Privacy of
the worker about his conversation is lost. It will become a hectic task for the admin
to actually know where the worker is working by assessing these microphones.
However, whereas our system can eliminate these types of problems to admin by
having different types of sensors integrated at one place with an Android app [5].

4 Proposed Architecture

The proposed system consists of different sensors embedded on a wearable band,
which uploads the data to cloud for remote access, by the Android application. The
custom-made Android application gets the sensor data from the cloud and uses a
machine learning algorithm for assessing the performance of the worker, predicting
when the worker might fall sick in the near future. In the Android application, the
admin can see the live data as well as the complete health and performance analysis
of the worker. Figure 1 shows the workflow of the proposed system, and Fig. 2 shows
the complete architecture.
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Fig. 1 Worflow of the proposed system

Fig. 2 Proposed architecture of the product

4.1 Wearable Band

A lightweight wearable band is equipped with sensors like gyro, accelerometer,
magnetic field sensor, heart rate, temperature sensor. The gyro, accelerometer sensors
are used to calculate the movement of the worker. Magnetic field sensor calculates
the amount of magnetic field the worker is exposed to. Pulse rate sensor calculates
the heart rate of the worker while doing various kinds of work and the stress level of
the worker. The temperature sensor is used to monitor the body temperature of the
worker. All the data from these sensors is sent to the microcontroller present inside
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the band where the processing of the parameters is done. All this data is sent to the
cloud for training a machine learning model, which can predict the performance of
the worker. All the processed data will be visualized through an Android application
for easy assessment of the admin.

4.1.1 Gyro, Accelerometer Sensor

The accelerometer (GY-61) sensor and gyro (MPU-6050) sensor are attached to the
proposed wearable in order to monitor the movements of the worker. These sensors
measure the rate of change of angle of the hand, thereby detecting the motion of the
worker. These sensors calculate the distance moved by the worker, which act as a
pedometer and give us a view of whether the worker is moving or sitting idle at one
place without doing the work. However, one cannot rely on a single parameter to
conclude that the worker is moving his hands just to do the work, so we need some
more useful parameters to assess the performance of the worker. In order to achieve
this, we have integrated some other sensors explained in later sections.

4.1.2 Magnetic Field Sensor

Magnetic field (AD22151) sensor inside the band measures the intensity of the
magnetic field around the worker which is used to know whether the worker is
near the machinery or not. The sensor used is built based on the miniaturized elec-
tromechanical system (MEMS) technology. Due to the miniaturized fabrication of
inductor coils and other requisites, it is very easy to integrate the sensor inside the
wearable, and it does not occupy much space inside the wearable band.

Figure 3 shows the connected circuit diagram of the magnetic field sensor with
required resistors and capacitors. For making the magnetic field sensor (AD22151)
work, resistors R1, R2, R3, R4 and capacitor C1 should be connected as shown in
Fig. 3. The 5 V DC is connected to eighth pin, and GND is connected to the fourth
pin of the sensor. The output of the sensor is taken from the fifth pin. By varying R3,
R4 resistor values, the sensitivity of the sensor can be varied.

Fig. 3 Connection diagram
of magnetic field sensor



442 J. Anudeep et al.

Fig. 4 Firebase authentication service with admin login

4.1.3 Heart Rate Sensor

Heart rate sensor is used formonitoring the heartbeat rate of theworker. These sensors
work on the principle called photo plethysmography, which is a typical process of
counting the signal pulses that are reflected from the body when exposed to the
light from an LED. These sensor measurements not only serve as a parameter to
monitor the health of the workers but also help the admin in detecting the work
proxies by the workers, which are explained in Sect. 4.5.3. The data from this sensor
will be constantly fed to a machine learning algorithm in order to predict the health
afflictions.

4.1.4 Temperature Sensor

Heart rate sensor alone cannot help us to monitor the health or detect the proxies by
workers. So in order to acquire accurate data regarding the health condition of the
worker, we have used a LM35 temperature sensor to get the body temperature of the
worker.

4.2 Firebase Cloud

These days cloud services are holding great importance in fields that require global
access to data and render admirable results with higher speeds. For company proto-
types, which cannot have their own servers, or clouds, there are some free cloud
service providers with adaptable interfaces. Some of them are Firebase, Adafruit,
Digital Oceans, Thingspeak, Ubidots, etc. For the prototype purpose, we have also
used a free cloud service, and when our system is adapted by industries, they can
adopt their own servers or clouds. For the Android applications, Firebase is the best-
chosen cloud service, which renders efficient results with higher speed and does not
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comprise on complex communication protocols. We have used two of its services
namely authentication and database storage, which are explained in detail in the
coming sections.

4.2.1 Authentication

In general, every industry assigns a certain number of workers to one admin.We have
designed an Android app which is explained in Sect. 4.4 where the admin needs to
login with username and password to see assigned worker performance analysis. For
authentication of admin in the Android app, we have used Firebase authentication
service. In the proposed solution, we have created four admins with four different
email IDs as shown in Fig. 8, and they have respective passwords, which are not
shown in Fig. 4. We cannot see the password in the authentication service page, but
can change it, if we forget it with the help of user UID, which is shown in Fig. 4.

4.2.2 Database Storage

For evaluating the worker performance in the Android app, we require different
sensor data, which are mentioned in Sect. 4.1. These sensor data is uploaded to the
Firebase cloud using NodeMCU whose complete process is explained in Sect. 4.3.

Figure 5 (Orange Oval) shows the available databases namely worker-6ef67, user
worker. The sensor data is uploaded in worker-6ef67. For accessing or uploading

Fig. 5 Database with worker band sensor data
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data to the database, the below link is used which is also shown in Fig. 5 (Yellow
Oval).

The data is stored in the database in a format similar to JSON format; it has
branches under which each parameter is stored. Figure 9 shows the branches under
which worker band sensor data is stored. The parent branch is worker, under which,
we have three workers namely Worker1, Worker2 and Worker3. In Fig. 9, we have
shown the expanded data of only Worker1. It has the following sub-branches.

gg Gyro Angle Data.
m Magnetic Intensity exposed by the Worker.
p Pulse Rate of the Worker.
t Body Temperature of the Worker.

Further, gyro angle data (gg) has three more branches as gyro, accelerometer get
us x, y, z coordinates. To store each angular data separately, three more sub-branches
namely x, y, z under gg have been created which is shown in Fig. 5 (Green Square).

4.3 NodeMCU (ESP8266)

The cheapest way of accessing or uploading data to the cloud is by using the Generic
ESP8266 module, but it has only two GPIO pins which make it very difficult to
upload multiple sensors’ data. NodeMCU is an open source design board which has
a similar type of WiFi module (ESP-12F) inbuilt on it but with more number of
GPIO pins. As the sensors to be interfaced require more than two GPIO pins, we
have used NodeMCU for uploading data to the Firebase cloud. These modules are
low power consuming, light in weight and work on popular protocols like MQTT
for data transmission. The process of uploading data to the branches in the database
involves multiple steps.

Uploading data to Firebase cloud using NodeMCU involves multiple steps.
Initially, NodeMCU must be connected to your network which is entered in Lines 3,
4. Next connection between Firebase must be established for that Firebase hostname
which is mentioned in Sect. 4.2.2 must be entered in Line 5. Next, enter Firebase
database secrets which can be found at Project Setting > SERVICE ACCOUNTS
in Line 6 which is similar to a password for accessing the Firebase account by the
NodeMCU for uploading data. In the void loop() function, various data obtained
from the sensors using the code mentioned in Sect. 4.1 are uploaded using the setInt
to their respective branch.

4.4 Android Application

Visualization of worker performance, health analysis can be done both inWeb appli-
cation and in mobile application. In our proposed solution, we have built a mobile
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application for visualization of worker performance analysis using Android Studio
Platform. In future for the development of the product, we can also build Web appli-
cation for both Windows and IOS. Integrating all the computation process in the
band itself increases the cost as powerful microcontrollers have to be used, increases
the size of the band, and it also draws a huge amount of power. In order to avoid
these disadvantages, we have included all the computation process in the Android
app itself, and the worker assessment band is used for uploading data alone. The
interface of the Android application is explained below.

Figure 6 shows the login page of the Android application where both admin and
user can log in with their respective credentials. The left side of Fig. 6 shows admin
login credentials, and right side showsWorker 3 login credentials being entered in the
app. If the admin logins to the app, he will be redirected to Fig. 7 to access different
worker performance and health analysis. If the worker logins to the app, he does not
have the provision to access other worker performance analysis, but he can access
his own performance and health analysis by directly getting redirected to Fig. 9.

When the admin logins with correct credentials, he/she will get redirected to
Fig. 7. Here, they can select workers whose performance analysis is to be evaluated.
If he selects any worker among the displayed list, he will be redirected to Fig. 9. He
also has the provision to add workers under him by clicking the add user button at

Fig. 6 Login page of Android application
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Fig. 7 Worker selection
page for the admin

bottom left of Fig. 7. By clicking logout button at bottom right of the page, he will
be going to Fig. 6 page.

If the admin clicks the add user button, he will be going to Fig. 8 where he can
enter the worker credentials and add the worker under his monitoring. He has to give
worker username, email ID, password for signing up a worker. The worker sensor
band data continuously is uploaded to Firebase cloud. For admins or workers to
have a detailed analysis of their parameters at any point of time, we have provided
a page, which is shown in Fig. 9 where they can have a live graphical visualization
of sensor data inside worker band. For knowing the overall performance analysis for

Fig. 8 Signup page
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Fig. 9 Live graphical
visualization

the complete day or particular period of time the user can click the button shown at
bottom of Fig. 9, then he will be redirected to Fig. 10.

By clicking the “SHOWCOMPLETE ANALYSIS OFWORKER” button shown
in Fig. 9, he will be going to Fig. 10 where he can know his total working time in the
mentioned working hours near the machinery, his overall heart rate analysis: whether
he is in critical, stressed or normal state, etc., and his overall body temperature
analysis.

4.5 Solution for the Mishaps in Workspaces

Now by knowing the working of each sensor, we can answer the questionsmentioned
in Sect. 1 of this paper. The way in which problems faced by using the existing
available IMU’s following traditional methods for worker assessment are overcome
is explained below.
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Fig. 10 Overall
performance, health analysis

4.5.1 Whether the Workers are Working All the Time?

To track the number of working hours of the workers, industries employ a person
like workspace in-charges or biometric attendance systems aremost commonly used.
Our proposed systemmakes use of 6-axis gyro and accelerometer sensors, which can
calculate the distance, moved by the workers accurately, the time worker is actively
moving in the workspace without sitting idle. This can greatly reduce the need for
extra men for monitoring which reduces the net expenditure of the companies.

4.5.2 Are They Working in the Workspace (Near Machinery)?

Most of the workers leave their workspace and go around to some other place. In
these scenarios, although the worker will be moving, he is not working with the
work which he is assigned to, with available IMU’s, this problem is not solved as
it gives wrong analysis for the admin even though the worker is not working near
the machinery. In order to overcome these type of problems, we use a magnetic field
sensor which calculates the intensity of the magnetic field that the worker is exposed
to which is generated by the huge machinery present at the workspaces. By getting
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the magnetic intensity data, we can easily comment if the worker is working near
the machinery or not.

4.5.3 Getting proxies by wearing multiple bands by one worker?

It is a difficult task for the admins to find out whether all the workers are doing
the work or whether they are bluffing their admins by giving their bands to the
other workers at the workspace and escaping from work. To solve this problem,
our algorithm keeps track of the body temperature and heartbeat rate values. If the
band is given to another worker, then the body temperature and heartbeat values of
both workers remain constant for more time, which enables us to detect the proxies
working at the workspaces.

4.5.4 Is the Worker All Right or Facing any Afflictions Regarding
Health?

Our system not only monitors the performance of the worker but also takes care of
the worker’s health condition. By using body temperature, heartbeat rate values, it
will instruct the user to take rest for some time as he is stressed or working for a long
time. If his health conditions are abnormal, it directly intimates the admin about it,
thereby instructing him to take the worker to the hospital. Our Android app logs the
complete health data of the worker for predicting when the worker might fall sick in
future and he may take leave.

5 Experimental Set-up

Theproposed system is experimentally tested, and the representation shown inFig. 11
shows the connection diagram of the proposed system.

The gyro, LM35,magnetic intensity, heartbeat sensor are connected toNodeMCU
for uploading to Firebase cloud. TheMPU6050 is a sensor that is integratedwith both
MEMS accelerometer and gyroscope sensors. In order to read data simultaneously
from these sensors, respective I2Caddress is accessed, and the data is transmitted over
the I2Cbuswhich is a two-wire communication line that ismostly used for large-scale
sensor integration. In Fig. 11, magnetic field intensity sensor connections with all the
biasing resistors and capacitors are not shown as it makes the connection diagram
clumsy and not understandable. So, required resistors and capacitors connections to
magnetic intensity sensor have to be connected as shown in Fig. 5 in order to make
it work.
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Fig. 11 Connection diagram of the proposed system

6 Results

The graphs shown in the following figures are obtained when the wearable is tested
in real-time environment and depicts the data transmission of various parameters like
gyro angles, magnetic field intensity and heartbeat rate and temperature data with
time. Figure 12 shows the live worker gyro data plot against time which represents
the movement of the worker, but this data alone cannot say whether the worker is
working near machinery or not. With the help of gyro data, we can find the distance
moved by the worker, and the time worker is active. By combining this gyro data
along with magnetic intensity data, we can find the number of working hours by the
worker in the industry.

Figure 13 shows themagnetic intensity theworker is exposed to against timewhich
tells us whether the worker is working near themachinery or not. Our algorithm takes
both gyro anglesmovement data andmagnetic intensity data together for determining
the number ofworking hours by theworker and shows the analysis as in Fig. 14 shows

Fig. 12 Gyro angle data
versus time plot
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Fig. 13 Worker exposed
magnetic field versus time
plot

Fig. 14 Heart rate data
versus time plot

the heartbeat rate of the worker for every minute, while he is wearing the band inside
the industry. Heartbeat data helps us to determine whether the worker is feeling
stressed or tired. If his heartbeat is not normal, we indicate him to take rest or if it
is serious, we suggest the admin take the worker to the nearby hospital. Figure 15
shows the body temperature data of worker plotted against time. Heartbeat along
with body temperature does not only solve the problem of proxy detection stated in
Sect. 4.5.3 but also gives us more accurate health analysis of the worker.
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Fig. 15 Body temperature
data versus time plot

7 Conclusion and Future Scope

The way IoT and sensors have been growing is something very appreciable, and we
have exploited the same to build a product to solve one of the very important, regularly
faced day-to-day problemwith workspaces in industries [6–8]. The proposed system
is very frugal and affordable so that companies can easily implement our system
on their workers, which also makes real-time performance analysis of the workers
easy for the admins. Our system is viable to work in all kinds of extreme conditions,
and it is designed in such a way that the workers or the admins need not have prior
knowledge on the technical functionality of the system and gets accustomed to its
usage with ease. In order to improve the scalability of the proposed product, the
below mentioned points are some of the future enhancements and improvements
that can be made.

• Our app can be made to predict the percentage of motivation of worker towards
his work by taking different parameters like number of leaves taken by worker,
period of leaves, his daily workspace entry and exit time, his daily working time
in the mentioned working hours, etc. So, the admins can know the workers who
are interested in the work, and they can be encouraged.

• The accuracy of predicting the performance of the worker can be greatly boosted
by using machine learning and deep learning models using CNN architectures.
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Abstract In this era of the Internet and developing technology, there are numerous
ways of interacting with each other and a plenty of services available to make it
possible. These include social media platforms, email, VoIP, messaging applica-
tions, etc. One of the important aspects here would be real-time communication
(RTC), which means interacting with people all around the world as if they were
face-to-face. The advancement in RTC has led to the development of a new inno-
vative technology called Web real-time communication (WebRTC), which enables
an easy streaming of audio and video content over the Web. This powerful tool
currently revolutionizing Web communication has introduced RTC capabilities into
browsers as well as mobile applications. The study of this WebRTC technology and
its implementation has been carried out in this paper. The WebRTC standards speci-
fied protocols, signaling techniques, and WebRTC communication flow between the
peers are discussed. WebRTC is supported on two major browsers Google Chrome
and Mozilla Firefox, and experiments are conducted on devices running on these
browsers with different configurations. Performance has been measured in terms of
peer connection establishment, peer communication, user data transfer, and video
streaming parameters.
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1 Introduction

The Internet today connects every nook and corner of the world and has made every-
thing reachable from anywhere. And a means of sharing data or information and
interacting with people all around us as if they were face-to-face through the Web
connection has become obligatory these days. This type of communication is called
real-time communication (RTC) [1]. Being able to communicate from anywhere
anytime has been a driving force in the growth of RTC, leading to a systematic
use of network and application resources. Combining this RTC technology with the
existing information and resources was tough, expensive, and burdensome before.
Now, the Web is going through a change that allows the Web browsers to flood data
packets directly without the help of any intermediate servers. This new peer-to-peer
communication is set up upon a new standard set of APIs, by the Web real-time
communication. In May 2011, Ericson implemented WebRTC for the very first time
[2].

WebRTC [3] is an open framework providing browsers with the ability to commu-
nicate in real time. To put it simply, WebRTC allows us to build real-time applica-
tions for the browsers. WebRTC provides all the features of audio, video, and data
communication without requiring users to install any supplementary plug-in or soft-
ware apart from the browser. This is how WebRTC is different from some popular
social applications such as Skype and FaceTime, and it is supported by major Web
browsers like Google Chrome, Opera, and Mozilla Firefox.

AWebRTCWebapplication customarily iswritten as a combination ofHTMLand
JavaScriptwhich communicateswithWebbrowsers via theWebRTCAPI as shown in
Fig. 1,which permits it to relevantly utilize andmanage the real-time browser activity.
TheWebRTC API should deliver a vast set of tasks such as connection management,
selection, media control, encoding/decoding, firewall, and NAT traversal.

WebRTC [4] implements three APIs. The API getUSerMedia enables our appli-
cation to access user media devices. It handles activities on the media stream such
as exhibiting the stream’s content, recording or sending it from one peer to another
after prompting the user for permission to utilize audio and video input devices. The

Fig. 1 Real-time
communication in browser
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API RTCPeerConnection comes into play once we have a user’s local media stream.
An RTCPeerConnection object is created in order to send this stream using (secure
teal-time transport protocol (SRTP). This way the media reaches straight to the other
browser, and also it is encrypted in the transit. This API handles signal processing to
block out the deafening sound from audio/video data and provides noise cancellation,
does compression/decompression of audio and video, handles codec, manages band-
width, and enables security by encrypting the data. The API RTCDataChannel helps
to transmit any kind of arbitrary data. The possibilities of this include online video
games, chat, and any application that requires the exchange of information in real
time. This API uses stream control transmission protocol (SCTP), which connects
two clients without the need of any intermediate servers.

The remainder of this paper is organized as follows: After the introduction, Sect. 2
discusses the related works of WebRTC. The major elements of WebRTC and how
they operate and design this technology with a sequence diagram are given in Sect. 3.
Section 4 discusses and analyzes the results, taking different scenarios into account.
Section 5 gives the conclusion of the paper with a view for future work.

2 Related Work

In paper [2], the authors discuss the uses of WebRTC such as multichannel commu-
nication, screen sharing, video chat, video conferencing, file sharing, real-time
marketing, social networking, andfinancial and health services. Listing the points like
WebRTC which is open-sourced or free platform and device-independent, secure,
advanced, adaptive to network conditions, and interoperable with VoIP and video,
authors talk about the benefits of this technology. They explain the overall working
architecture of WebRTC, which is based on client–server model semantics. The
paper further lists the steps to build a WebRTC application using NodeJs and also
lists the tools to implement the same on mobile. Lastly, a few limitations ofWebRTC
are mentioned. In paper [4], examination of the performance of the video codecs
H.264 and VP9, and investigation of the impact of wired and wireless networks
on WebRTC are done. Since congestion control is not supported by UDP, WebRTC
uses a customized congestion control algorithm called the Google congestion control
(GCC) algorithm that alters itself to the varying states of network operation. Using
the latest Web browsers with different types of use cases, the evaluation of its perfor-
mance has been done. The paper’s key contributions include learning the effects of
various pseudo-network states on the new implementations of WebRTC, comparing
its execution results on separate mobile devices.

Authors of paper [5] introduce a standard for measuringWebRTC peer communi-
cation establishment and peer connection performance calledWebRTCBench, which
is publicly available under GPL license. Identifying performance bottlenecks of
differentWebRTC implementations across a domain of platforms (operating systems)
and devices have been discussed. Authors of paper [6] have tested and evaluated the
WebRTC applications on different browsers and operating platforms for 3G, 4G,
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and local networks. Packet loss is less than 1% for the above 3G, 4G networks, and
packet loss is more than 1% for DSL connection. Round trip time is less than 100 ms
which means the communication is better. In paper [7], the working of a WebRTC
project and themajor components ofWebRTCAPIs are described. TheMediaStream
interface presents a stream of media content, and MediaStreamTrack represents the
type of media captured from the input source. Further, the transport mechanism, ICE
with STUN, and TURN are explained in detail with reference to the PeerConnection
API, and the use cases of DataChannel API are given. The implementation is done
here using theWebSocket mechanism of signaling and the server/client application is
constructed using NodeJs. TheWebSocket server here handles three kinds of control
messages (initialize, getUserMedia, RTCPeerConnection, RTCDataChannel), two
kinds of media information messages (SDP offer and answer), and one network
information message (ICE candidate).

In paper [8], the authors assess the performance of numerous network topologies
(multiparty: fullmesh and mixer) implementing WebRTC, considering the conges-
tion control techniques used and deployed lately. Receive-side real-time congestion
control (RRTCC) is the algorithm employed here. Varying throughput, delay, and
effects of fluctuating proportions of cross-traffic on both RTP and TCP are used to
evaluate the performance, which suggests that RRTCC yields good results but starves
when compared with TCP. Based on experimental observations, it is concluded that
RRTCC works fine with low delay networks and can withstand short-term modifi-
cations that might comprise of delay or queuing. Article [9] considers applications
where network services and Web browsers are treated as the elements of a control
loop for which at least soft real-time work is needed. The problem of providing RT
transmission has come into existence because of the advancement of network proto-
cols. The article mainly compares their properties in a number of network configura-
tions and examines if they are appropriate as an infrastructure of the control system.
Two control loops namely simple PID (proportional–integral–derivative) loop and a
multidimensional DMC (dynamic matrix control) are presented on a Web platform
as use case studies. WebSocket andWebRTC communication schemes are described
and compared. Finally, keeping aside communication delays, it is shown that these
techniques can be utilized as units of the control assembly and also building blocks
of a total control loop: controller, human–machine interface (HMI).

The paper [10] covers a study on whether WebRTC data channels can be used in
Web applications dictating high performance in different simulated network condi-
tions for relaying of arbitrary data. Performance is still not ideal as calibrating the
SCTP window size has an outcome with finer performance on high latency links
but low throughput. There are a few complexities with large window sizes, such as
packet loss which may lead to prolonged delays in transporting received packets.
The authors suggest that more investigation has to be done not only in computing
throughput and latency but also in requirements for CPU and battery on mobile
devices. In paper [11], authors work and concentrate on WebRTC over LTE testbed
based on NS-3 framework. LTE is the current technology for mobile communica-
tion systems as standardized by the 3GPP. It comprises LTE customized modules,
an ad-hoc server realized with NodeJs, and two mobile clients which have HTML5
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browsers to aid WebRTC audio/video calls. Numerous multimedia WebRTC flows
are analyzed, an empirical cumulative distribution function of the user throughput,
jitter, and packet loss is depicted, and performance analysis is carried out in various
conditions. Paper [12] compares WebRTC servers on virtual machines and Docker
containers. The authors have used Kurento media server and see the virtualization
type that fits a WebRTC application. They have done a multimedia test on Docker
containers and KVM machines which show that the latter have overhead in their
performance which can be expensive. Thus, Docker containers perform better than
VMs [13].

3 Web Real-Time Communication

This section describes the overview and the design details of WebRTC.

3.1 Overview of WebRTC

The purpose of the design of WebRTC is to define how to supervise the media plane,
and the signaling plane is left to the application layer. Signaling is like a manual
handshake between two parties, and signaling messages are exchanged by HTTP or
WebSocket or any standard signaling protocol like SIP.

WebRTC holds forth the client–server interpretation by presenting a p2p commu-
nication model connecting browsers as shown in Fig. 2. This approach is diagram-
matically summarized by the JavaScript session establishment protocol (JSEP).
WebRTC leverages multiple standards and protocols which include signaling, ICE,
STUN/TURN servers, SDP, DTLS, SRTP, SCTP, and UDP/TCP.

Here, different protocols are used for media and data transport in WebRTC as
shown in Fig. 3. WebRTC transmits audio, video, and data between browsers over
the user datagram protocol (UDP). UDP is apparently faster than TCP as there are
no retransmissions, congestion control, or acknowledgements. Low latency and high
throughput are of high importance (i.e., speed over reliability) and that is why UDP
is preferred over TCP. The RTP control protocol observes transmission statistics
information linked with data streams, and thus, SRTP transports the media data

Fig. 2 JSEP
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Fig. 3 WebRTC protocol
stack

together with RTCP. For SRTP key and association management, datagram transport
layer security (DTLS) is used. It establishes the keys, helping in encrypting all the
information included in the transferring and rendering ofmedia stream data by SRTP.
Besides that SRTP also adds sequence numbers, timestamps, and unique stream IDs.
SCTP is a connection-oriented and message-oriented protocol that provides reliable
transport, in-sequence delivery of packets and rate-adaptive congestion control. It can
deal with multiple simultaneous streams, path MTU discovery, and fragmentation.

The two WebRTC endpoints that want to communicate directly perform an
offer/answer exchange of SDP messages. Most devices are behind one or more
NATs, proxies, firewalls, and anti-virus software that blocks certain ports and proto-
cols. To overcome these problems,WebRTCAPI can use the interactive connectivity
establishment (ICE) which potentially finds out the most efficient option to connect
the peers. ICE first tries to make a connection using the host address; if that fails,
using a STUN server, ICE obtains an external address, and if that fails, traffic is
routed via a TURN relay server. STUN (Session Traversal of UDP through Network
Address Translators) servers reside on the public Internet; they allow entities behind
NAT to discover the public IP address bindings allocated. This aids WebRTC peers
to get an address for themselves that can be accessed publicly which they can pass to
other peers via signaling, so that a direct link can be laid out. TURN (Traversal using
Relays of UDP or TCP through Network Address Translators) servers can be used
in cases where symmetric NATs are used as a fall back. TURN allows exchanging
data packets between peers using the relay, but not signaling data. The peers request
the server to relay packets to and from other peers using server’s relayed transport
address.

When streaming video or initiating a call, there is a need to transfer media details,
its format, the transport addresses (peer’s IP address and port), and other meta-
data required to trace media objects between the participating peers. All this data is
reserved and traded using session description protocol (SDP). When a user starts a
WebRTC call, the description created is called an SDP offer, containing all the data
about the caller. The recipient then responds with an SDP answer, containing all the
data of the receiver. Both devices thus share the information needed for media data
exchange which is managed by ICE. Each peer has a local description and a remote
description describing both ends of a call.
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3.2 WebRTC Design

Our implementation of a WebRTC client server model with PubNub signaling solu-
tion between them is shown in this section. Video and audio data is not streamed over
the PubNub network. It is just a messaging service with low latency. Here, UUID
helps to uniquely identify the user or device that connects to PubNub and username
instantiates PubNub using your own publish and subscribe keys. Once signaling has
occurred, video/audio/data is surged directly between clients using WebRTC’s Peer
Connection API.

The sequence communication flow in WebRTC starts when the initiator peer
contacts the signaling server and queries it to create a signaling channel. This peer
then accesses the user media via getUserMedia after the permission is granted explic-
itly. The joiner peer then connects to that same server and joins the channel using a
session ID usually referred to as room/channel ID. When the joiner has access to the
local user media, amessage notification is forwarded to the first peer via the signaling
server. Thefirst peer, i.e., the initiator, then instantiates anRTCPeerConnection object
to create a PeerConnection, attaches the local stream, creates an SDP offer, and trans-
ports it to the second peer, i.e., the joiner. Once the SDP offer is received, the second
peer follows the same steps performed by the first peer of creating a PeerConnection,
attaching the local stream and creating an SDP answer which is transported back to
the first peer. Here, we use PubNub service for signaling to interchange network
information using ICE protocol. Once the SDP answer is collected by the initiator
peer, the part of negotiation is over.

The sameflow sequence is diagrammatically shown in Fig. 4. Same steps are repli-
cated at both the peers including gathering of ICE information where host, server
reflexive, and relayed candidates are collected and prioritized, and then default candi-
dates are chosen after eliminating redundant candidates. Thereafter, adding of ICE
candidates at each peer, sorting of local and remote ICE candidate pairs, performing
checks on each pair takes place. STUN binding request/response is performed at both
ends. Both peers can now move to peer-to-peer communication with a data channel
to send and receive messages head on.

4 Results and Discussion

This section provides the results and its analysis from the WebRTC experiment.
Experiments are conducted on two browsers (Google Chrome, Mozilla Firefox)

running on different configurations given in Table 1. Performance analysis of
WebRTC over LTE is done.

Figure 5 shows the graph of time required for peer connection initialization which
includes time to instantiate an RTCPeerConnection object for a new peer connection
and time to capture user media via getUserMedia except the time taken to wait for
user’s permission. It also includes time consumed to play the accessed local media
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Fig. 4 ICE communication and WebRTC flow sequence diagram

Table 1 Specification of test
devices

Device sample OS Processor Browser

S1 Windows 7 Intel® core™
i5

Chrome 83
Firefox 77

S2 Windows 8.1 Intel® core™
i7

Chrome 83
Firefox 77

S3 Android 9 Qualcomm
SDM450 Octa
core

Chrome 83
Firefox 77
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Fig. 5 Time for peer
connection initialization

after the request and time required to set up a signaling channel via any standard
signaling method.

Time for peer communication as shown in Fig. 6, includes makeCall time to
set local session description and create SDP offer and the time spent for finding
and exchanging ICE candidates between the interacting peers. It also includes
makeAnswer time to set local and remote session descriptions and create an SDP
answer, signaling time consumed which helps in relaying of offer/answer informa-
tion messages and signals over the network. Lastly, the time to create and open a
data channel and time needed to play remote media streams are available.

Figures 7 and 8 show the graphs of RTT for a user data message to be transferred
between two prime browsers supporting WebRTC, namely Chrome and Firefox on
the same machine (device) and over LAN, respectively (Figs. 9 and 10).

Reference videos with resolution 640 * 360 and 1280 * 720 of duration 10 s
and 20 s, respectively, were used as inputs. Fig. 11 represents average encoded video

Fig. 6 Time for peer
communication
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Fig. 7 RTT to transfer data
message on same device

Fig. 8 RTT to transfer data
message over LAN

Fig. 9 Average encode
frame rate
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Fig. 10 Average decode
frame rate

frame rate, i.e., FPS (frames per second), whereas Fig. 12 represents average decoded
video frame rate for both videos.

From the experiments, it is seen that the time delay is more for Firefox than
Chrome during the peer connection initialization and peer communication. When
we stream video in Google Chrome, resolution is fixed and the frame rate is low,
while streaming video inMozilla Firefox the video is scaled down and the frame rate
is high or the frame rate is conserved. Latency can be observed in mobile devices
when data transfer time via DataChannel is considered. It is also observed that video
streams in mobile devices do not provide high or better quality streams. Another
observation here is that Firefox transfers files with arbitrary large sizes, but Chrome
splits the large files into smaller chunks in the beginning and then transfers them one
by one.

5 Conclusion and Future Work

A detailed study of the technology WebRTC has been done. As evident from our
experiments, WebRTC performs comparatively better in Chrome browser than in
Firefox given the various parameters like peer communication, rate of data transfer
in accordance with time, latency, frame rate and data resolution in video streaming,
etc. For mobile devices, WebRTC restricts the data rates and resolutions. Thus, it
leads to decreased quality of streaming of videos. WebRTC provides a transparent
and easy real-time communication between end users. Thus, WebRTC has a great
ability, and in the near future, it may achieve a greater demand in the communication
network market.

As future work, we plan to conduct experiments to detect how CPU capacity can
affect the video quality for different types of networks.
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Scalable Blockchain Framework
for a Food Supply Chain

Manjula K. Pawar, Prakashgoud Patil, P. S. Hiremath, Vaibhav S. Hegde,
Shyamsundar Agarwal, and P. B. Naveenkumar

Abstract Of late, in a food supply chain (FSC)management, many incidents related
to the mislabeling and mishandling of food items are found to occur frequently,
which often leaves the customers with a question of how safe and reliable is the
food they buy and consume. Since the information regarding the tracking of food
items is distributed across different locations widely, and the data is vulnerable to
being recorded wrongly, the reliability of tracking of the food items through FSC
is suspected. Further, an FSC has various stakeholders that interact and transact
continuously. Thus, the scalability issue also plays a vital role in making FSC more
efficient. The present-day traceability solutions lack efficiency in terms of scala-
bility and reliability. The scalability can be categorized as throughput, cost, capacity,
and response time. In this paper, the proposed method for the traceability solution
of a food supply chain (FSC) is based on Blockchain, which plays a vital role in
providing transparency and integrity along with other salient features like decentral-
ization, immutability, and verifiability. The proposed FSC is made scalable in terms
of throughput and cost using state channeling off-chain algorithm for Blockchain
implementation.
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Keywords Food supply chain (FSC) · Blockchain · Scalability · State
channeling · Throughput · Cost

1 Introduction

A food supply chain (FSC) is the business network of people who work together to
move raw materials into finished goods and eventually to the end-user. The supply
chain is directly or indirectly responsible for fulfilling the consumer’s needs in this
time and agewhere food products are shipped throughout theworld, which comprises
physical movement of goods through complex food supply chains. There have been
incidents, e.g., the meat had been mislabeled, products being poorly handled, that
reflects the inefficiency of the FSC [1, 2]. The consumer’s interest in how the food
is procured, how it is maintained, and how it is handled is of major importance
to the industry for the efficiency of its FSC. The variability of information is not
straightforward due to the disparate repositories and data aggregation complexity,
but the information has been spread over multiple silos. And even if somehow all the
information is kept as a record until the manufacturing stage, it is difficult to keep
its track after the manufacturing stage. Multiple raw materials are used to create the
same product; after this, there arises a possibility of creeping data errors that may
be due to mechanical or human failure [3]. Some companies provide a centralized
source of information, making the product’s process more tedious and fraught with
delays.

Food supply chain management focuses on the chain of food manufacturing as
an integral process-extending from the primary production via processing and trade
until it reaches the consumers. Blockchain technology created the backbone of a new
type of internet by allowing digital information to be distributed but not copied. A
food supply chain(FSC) that is built on a Blockchain plays a vital role in providing
transparency, security [4, 5], and integrity and also provides for salient features
like decentralization, immutability, and auditability. However, a Blockchain suffers
from the issue of scalability. The scalability of a Blockchain can be addressed in
terms of throughput, capacity, cost, and response time [6, 7]. The main concern
with the usage of a Blockchain is the smaller number of transactions that can be
processed per second, which is referred to as throughput. Blockchain’s prominent
users are Bitcoin, which can handle 7 transactions per second (TPS), and Ethereum,
which can handle 20 transactions per second (TPS). Non-Blockchain application
such as visa manages 1700 transactions per second (TPS). Hence, it is necessary
to improve Blockchain’s scalability in terms of cost or throughput [8, 9]. In this
paper, state channeling [10] algorithm is proposed to be used for implementing
Blockchain technology solution for the FSC application to improve the scalability
by improving throughput and reducing the cost required for processing transactions
in Blockchain. The state channeling [10] is the method where the transactions are
processed outside the main Blockchain. It works based on the ‘looking up’ state
by considering ‘multisig’ contract that is controlled by a set of participants on the
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Fig. 1 State channeling

network. The ‘looked up’ form can be regarded as a state deposit, which can be an
amount of ether in Ethereum, or it can be an ERC20 token, or it can be an ENS
domain name.

Once the state deposit is locked, participants can use off-chain for their messages
to exchange and sign valid transactions of Ethereum without deploying them to the
chain. These transactions could be on the main chain anytime. The steps of the
procedure to be carried out are shown in Fig. 1.

(a) Part of the Blockchain system state is locked by participants, either bymultisig-
nature or by some smart contract, and they can make the updates by agreeing
with each other.

(b) Participants can update by constructing or signing transactions so that the
state can be moved to Blockchain but instead are merely held onto for now. It
overrides the previous updates.

(c) Finally, participants submit the state back to the Blockchain. This closes the
state channel and unlocks the Blockchain for the next state.

2 Related Work

In [11], an architecture is proposed wherein the access control information is
requested by a node called management hub on behalf of IoT devices. All the oper-
ations allowed by the access control system are defined in a single, smart contract.
Further, management hubs can be used to connect numerous constrained networks
to the Blockchain at the same time. There is a need for high-performance computa-
tional systems as management nodes because multiple IoT devices will have to be
connected to the management hub. Also, it will store all the required data to connect
with Blockchain.

In [12], an architecture called DeepLinQ is proposed. It is a multilayer architec-
ture to improve flexibility, accountability, and scalability through granular access
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control and smart contracts to support privacy-preserving distributed data sharing.
The solution has two Blockchain layers, where the base layer preserves CP (Consis-
tency and Partition), and the branch layer ensures AP (Accessibility and Partition)
or AC (Accessibility and Consistency). The key properties and design of DeepLinQ
are illustrated by using a healthcare data sharing example. The multiple layer design
satisfies the POET(Privacy, Ownership, Efficiency, Transparency) properties. The
challenge faced herein is that there is no benchmark to evaluate the performance and
trade-offs between protocols.

In [13], a solution for Agri-Food supply chain management (AgriBlockIoT) is
proposed, which is a fully decentralized, Blockchain-based traceability system. The
solution has been implemented on Hyperledger Sawtooth and Ethereum, and it is
able to integrate various constrained devices.Hyperledger Sawtooth has better perfor-
mance than Ethereum in terms of CPU, network usage, and latency. The consensus
algorithm of Ethereum takes a toll on the processor, and this may be a barrier for
computation power-limited devices, such as edge gateways and IoT devices. Despite
this, Ethereum is found to be more competitive as compared to Hyperledger.

In [14], the counterfeiting problem faced at the end of the supply chain is studied,
wherein counterfeiters can copy the electronic product code (EPC) of the RFID tag
attached to the product. To overcome this problem, a product ownershipmanagement
system (POMS) is proposed for the post supply chain (i.e., customer, second-hand
shop, new customer, etc.). The idea of ‘proof of possession of balance’ from Bitcoin
is used to propose proof of possession of the product. With the help of this system,
the customer can reject the genuine product if the seller does not have proof of the
possession. The main drawback of the system, however, is that the system cannot
have both ‘transparency’ and ‘anonymity’ properties.

In [15], various problems are discussed using the current Blockchain, namely
Bitcoin and Ethereum. Further, the techniques of sharding, super-quadratic sharding,
lighting protocol, DPoS are discussed. It draws a comparison between them by
accessing their ability to overcome scalability limits. To overcome scalability, it
is suggested to create a new node called Spector node that only takes care of any
malicious activity. It is observed that sharding is by far the best scalability solu-
tion as it encapsulates all the Blockchain’s basic functionalities. The addition of the
Inspector node will make this model better by increasing its security.

In [16], three-level, sharded, permissioned Blockchain architecture, and a consor-
tium framework is used to trace the supply chain (SC), wherein the main objective is
to make Blockchain scalable and not to give full access to the consumers or non-SC
participants. If trade data is public, then it can be exploited. Hence, an access control
list is used to provide for all SC participants, non-SC participants, validators, and
governance bodies. The security analysis shows how the proposed solution is prone
to a broad range of client and network-based attacks. The query time for product
ledger is acceptable. The proposed solution applies to any supply chain industry. For
validation, a lottery-based method instead of voting, based on random selection, is
used.

In [17], a simple Blockchain for tracing thewine supply chain is usedwith encryp-
tion for privacy. A shared key is used for confidentiality, which is pre-distributed to
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relevant entities, and the confidential data is encrypted with the pre-distributed key.
The entity generates one public and private key pair and shares the public key with all
other participants for the block’s authenticity. The solution is implemented on multi-
chain. As a result, anyone can view the origin, production, and purchase history of
the individual product if it is made public. Still, any customer can verify and authen-
ticate purchased wine by its product id. Once the system receives the id, it traces the
id back to all supply chain entities and displays it to the customer.

In [18], RFID and Blockchain technology are combined in the proposed solution.
RFID implements procuring, logistics, and sharing in production and warehousing
and sales linking. The Blockchain is used for providing transparency and authenticity
and consists of mandatory food safety and quality supervision inspection code. The
proposed solution incurs a high cost to replace existing systems with a completely
new one. The number of transactions is limited to the Blockchain.

3 Implementation

The problem is solved by a private Blockchain network using geth, to which multiple
nodes can connect and access the complete FSC on the Blockchain. The admin
oversees all the processes, including Create Users and Batches; he can also view
the batches’ current status. The application has the following users APMC, Supplier,
Manufacturer, Distributor, andRetailer. Each user can check the details of the product
and update their respective information. The user update is linear, i.e., and the next
update can happen after the previous user has completed the update.

The main problem with FSC based on Blockchain is that it is not scalable. It is
slow to process a large number of transactions and to resolve this issue, a version
of state channeling is used. In state-channeling [10], users interact with each other
outside the Blockchain (Off-chain), which dramatically minimizes the ‘on-chain’
operations.

Whenever the admin creates a new batch, the batch Id and complete data w.r.t to
the batch are stored in the channel (i.e., server in our case) and the same details stored
in the Blockchain. All the users interact with the server and update their information
[19–21] (i.e., from APMC to Retailer). After the last user(i.e., Retailer) finishes his
updating, the details stored on the server are recorded on the Blockchain.

There are five modules in the application, as depicted in Fig. 2, which are
explained.

Create User: Admin has the privilege to create new users by adding their account
address along with their respective role and personal details. When a new user is
created, a transaction is submitted to the Blockchain, and details of the respective
user stored. Here the account address is the address provided by the Ethereum (so a
prerequisite for this is that all users must have an Ethereum account).
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Fig. 2 Data flow diagram of the system

Log In: The user can log in using his account credentials; the login module verifies
the account details and fetches the role according to the account and provides access
to the user according to his respective role.

Create Batch: Only the admin can create a batch by adding batch details that
include necessary information like the farmer, name of the product, and the quantity
produced. Whenever a new batch is created, a new batch id is created keccak256
hashing technique is used to create the new batch id considering the admin address
and timestamp. (Hashing is used to ensure that the batch ids are unique for each new
batch.) For each new batch, a transaction is sent to the Blockchain and to the channel
to store the details.

UpdateBatch: The users, according to their respective roles, update the batch details.
The updated data is sent to a channel with its batch ID, and these details will be
saved on the channel and not on the Blockchain resulting in less interaction with the
Blockchain when the last user, i.e., Retailer, updates the data, all the data stored on
the channel w.r.t the current batch is sent as a transaction to the Blockchain. This
results in only a total of 2 transactions that are sent to the Blockchain per batch,
which are shown in Fig. 3, the initial data of the batch in the Fig. 3a and the final
data of the batch in the Fig. 3b.

View Batch: The admin and the users have the privilege that he can view the batch
details anytime, even if the batch is not in the final state. In such conditions, data is
retrieved from the channel.

Scalability:As stated above, a version of the state channel is used for implementation.
The architecture is shown in Fig. 4. A state channel is a second-layer Blockchain
scaling method, i.e., a different framework created on the top of the main Blockchain
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Fig. 3 a Initial data of batch and b final data of batch

Fig. 4 Architecture diagram

to make it scalable. With this, participants can communicate with each other outside
the main Blockchain. This results in a decrease in the number of transactions on
the main chain, which reduces the burden on Blockchain and hence improves the
throughput. And after processing transactions on the outside channel, the final state
is sent to the Blockchain. The implementation uses the PHP server as a channel and
storing the data in a JSON file. When the batch’s last entry is sent to the channel, it
will send the final data to the Blockchain for maintaining the immutable ledger. The
server will be run like a daemon process and will only be interacted by dapp. The
data that is sent to the server will be in the form of (sender, batch_Id, detail) where
the sender will be the one who is updating the value, batch_Id will be the id of the
batch whose data is updated, and detail is the updated data.

4 Results and Discussion

The proposed solution for a scalable FSC comprises the creation of a Food Supply
Chain(FSC) system in which admin and the user update the details of different
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batches and view the batch’s status and details. The state channeling [10] technique
is used to scale the FSC on the Blockchain, where the transactions are moved to a
server. The server is considered as a channel where the transaction is carried outside
the main Blockchain, and the summary of these transactions is relayed to the main
Blockchain.

For the APMC application, before applying the state channeling method, the total
number of transactions that were recorded to the Blockchain was 6, namely Batch
creation transactions, APMC Details Update Transaction, Supplier Details Update
Transaction, Manufacturer Details Update Transaction, Distributor Details Update
Transaction, and Retailer Details Update Transactions, whereas after applying state
channeling technique, the number of transactions is 2, namely Batch creation trans-
action and Final Update Transaction (Done after all updates are finished on a given
batch). As the update by the users is moved off the Blockchain and onto the server,
it decreases the load on the Blockchain, since there are only 2 interactions with the
Blockchain, and hence improves the throughput. This is shown in Fig. 5.

Figure 6 represents the comparison between scalable and non-scalable dapp
(Decentralized Application) with respect to the gas cost used and the number of
batches created. Every transaction is associated with gas cost that has to be executed
on Blockchain using Ethereum platform [22] (Gas is the measuring unit for ether

Fig. 5 Comparison of load on Blockchain to complete one batch’s processing with and without
state channel. Example: consider it takes ‘x’ unit of the load to successfully add the transaction to
a block. Now consider we have to finish the complete lifecycle (from batch creation to Retailer)
for 1000 products. In the case of the approach without state channel, we will be submitting 6000
transactions to the Blockchain, so the total load is 6000x, whereas in the case of the system with
state channel, we only offer 2000 transactions to the Blockchain, and the load is 2000x. This shows
that the load to process a complete life cycle product is 3times faster in case of the approach with
state channel
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Fig. 6 Gas used versus number of batches created

required for a particular transaction on Ethereum, which is nothing but the cost asso-
ciated with the transaction). One batch refers to all transactions of a single product
from the beginning as in the initial stage till the final stage, i.e., till completion of
the sale. Metamask is used to obtain the gas value of each transaction. The gas cost
is less for Scalable Dapp than non-scalable dapp. Hence, from Figs.5 and 6, it is
observed that as load on Blockchain is reduced, the gas cost also gets reduced. Thus,
the scalability is improved, since the lower is the cost, higher is the scalability [6].
Also, it is noticed that, with the increase in the number of batches, the difference
between gas used is increasing.

Also, from Fig. 7, it is observed that the difference in gas used between scalable
and non-scalable dapp increases with the number of batches significantly.

5 Conclusion

In this paper, a traceability solution of a food supply chain (FSC) based onBlockchain
is proposed. It is designed to overcome the drawbacks of the existing models, by
moving the FSC onto a Blockchain. It can assure the product’s traceability from
the harvest date until the product reaches the consumer. The data that is stored
is immutable as it is stored on the Blockchain. Most of the existing Blockchain-
based models suffered from scalability issue. In the proposed solution, scalability is



476 M. K. Pawar et al.

Fig. 7 Difference in gas used versus number of batches created

increased by using state channeling [10]. As the load gets reduced on the Blockchain,
the cost gets reduced; in this way, scalability can be enhanced using state channeling
algorithm.

The proposedmethod ismore generic in nature, in the sense that it can be applied to
any domainwithmultiple stakeholders, and there is a scope for taking the transactions
to be pushed off the chain. It is demonstrated by application to the FoodSupplyChain,
which has various stakeholders that interact and transact continuously.

Moving the transactions out of the chain and onto a private server raises a security
problem, as the server is not as secure as Blockchain. This can be overcome by using
signing and encryption methods while interacting with the server. Instead of a server
being used as a channel that decreases security, other methods can be explored to
use as a channel that does not compromise the system’s security. This aspect will be
considered in future work.
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Maximizing Lifetime of Mobile Ad-Hoc
Networks with Optimal Cooperative
Routing

K. C. Kullayappa Naik, Ch. Balaswamy, and Patil Ramana Reddy

Abstract Research in MANET is a challenging task because topology changes
frequently and results in link breakages due to node mobility and fast over tiredness
of node energy due to limited battery capacity. Therefore, the topology, nodemobility,
and energy are main important factors that have an impact over the performance of a
routing protocol and decreases the overall lifetime of the network. In order to enhance
the lifetime of the network, a cooperative communication schemehave been proposed
in this paper. Cooperative communication requires cooperative table, relay table,
and cooperative neighbor table to store the topological information and implement
cooperative transmission among the nodes thereby improving the robustness against
the nodemobility. Cooperative communication usesmulti-hop transmission between
the source and destination nodes in order to save energy and thus enhancing the
lifetime of the network using minimum energy consumption selection decode and
forward (MESDF) routing protocol. The proposed scheme chooses the best relays
with minimum energy consumption in a cooperative and distributed manner and
considers the link break probability and energy harvesting techniques, to determine
the optimal route across a cooperative network. Simulation results clearly shows that
the robustness of proposed method increases against the node mobility and saves
21% of node energy in a selected route which in turn increases the lifetime of the
network when compared to the existing cooperative and non-cooperative routing
methods.
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1 Introduction

Mobile ad-hoc network is most widely used infrastructure less network and plays
an important role in many applications like military communications, emergency
systems, conferences, and hotels. The deployment of ad-hoc wireless network [1]
is very easy because no-cables, no-configuration, and no-maintenance are required,
and hence, it has several benefits such as low cost, short time, reconfigurability, and
performing the operation immediately.Moreover,MANEThas several disadvantages
like limited transmission range, regular link breaks due to mobility of nodes, and
fast overtiredness of energy. In order to address the above difficulties, we propose a
cooperative communication scheme inMANETwhich improves the system capacity,
network connectivity, reliability, and energy efficiency and decreases interference.

Cooperative communication is a very important technique for modern wireless
communication systems. A node in a network can acts as a relay node and is cooper-
ating with source and destination node, and it tries to decode an entire input message
and forward it to next hop. The relay node is significantly enhancing the reliability
of communication among the nodes in a selected route. Cooperative communication
allows multi-hop transmission between the sending and receiving nodes in order to
save energy and thus enhancing the lifetime of the network using minimum energy
consumption selection decode and forward (MESDF) routing protocol.

In this research paper, we propose a distributed and cooperative routing protocol
called as minimum energy consumption selection decode and forward (MESDF)
routing protocol which selects the best relay with minimum energy consumption
during transmission of data packets from source to destination through an optimal
cooperative routingpath.Thebest relays are identified in a cooperative anddistributed
manner to minimize the energy consumption route while guaranteeing the desired
QoS. Furthermore, the results of the proposed scheme are compared with the existing
cooperative scheme called constructive relay-based cooperative routing (CRCPR) [2]
and non-cooperative scheme.

An example of one-hop cooperative wireless link is shown in Fig. 1. Each node in

Relay Node 

Source 
Node 

Destination 
Node 

Short 
Distance 

Short 
Distance 

Large Distance 

Fig. 1 One-hop cooperative wireless link between source and destination
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a cooperative network performs two important roles during transmission which are
called as source node and relay node. Here, the main attractive feature of cooperative
communication is a relay transmission. A cooperative link (CL) between the source
and destination nodes may be classified as two different transmission channels. They
are represented by dashed and solid lines. Dashed line between the source and desti-
nation nodes represent the direct channel, while the indirect channel is nothing but
relay channel is denoted by solid line between the nodes through the relay node.
In order to support the cooperative communication mechanism between the source
and destination nodes, we need to assign two orthogonal time slots. In the first time
slot, source node broadcasts the data packets to all other nodes in the network, and
during the second time slot, data is forwarded from relay node to destination node.
The relay node in this case is to decode the data which is received from source node
and forwards it to the destination node. Therefore, receiving the multiple copies of
similar data packets from different channels with the help of a destination node. In
cooperative communication, the degree of diversity can be obtained, and therefore, it
brings significant enhancement of reception reliability andmeasures the performance
of cooperative transmission.

The remaining of this paper is organized as follows. Section 2 describes about the
related work, and MESDF routing protocol was explained in Sect. 3. In Sect. 4, we
show the simulation results and discussions about the proposed scheme, and finally,
the paper concludes in Sect. 5.

2 Related Work

Fast exhaustion of node energy due to limited battery capacity leads to limit the life-
time ofMANETs. The current research studies focusing on energy harvesting ability
in MANET are a significant interest in long tenure. Bai et al. [2] propose a construc-
tive relay-based cooperative routing (CRCPR) scheme to enhance the robustness of
mobility issues and consider energy consumption method to improve the throughput
and prolonged the network lifetime.

Sharma et al. [3] proposed a method to enhance the robustness against node
mobility and reduce the energy consumption using a multipath routing scheme. The
authors try to find the routes with minimum hops, less energy consumption, and
appropriate traffic load balancing in a combined way.

Sheng et al. [4] described about the power efficient routing in cooperative networks
for minimizing the transmission power for cooperative link, but the selection of
relay nodes based on number of neighboring nodes and remaining battery energy is
overlooked.

The nodes with EH ability in the network tried to find route with minimum trans-
mission cost with energy count and compared the results with Jakobsen et al. [5].
The final route in the network is selected based on the shortest energy distance.
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3 Minimum Energy Consumption Selection Decode
and Forward Routing

It is a table driven with on-demand cooperative routing protocol. Table-driven means
cooperative topology is constructed in advance for all the source-to-destination pairs,
and on-demand means route is constructed only when required to forward the data.
The main use of relays in the network is to transmit information between source and
destination node and is a very effective technique to increase energy efficiency.
Because, the distance between source and relay node is very shorter related to
distance between source and destination nodes, which means possible to decrease
the transmission energy on both sides of the relay nodes.

3.1 Energy Consumption Reduction Technique

The energy consumption ratio (ECR) [6] is a standardized energy metric and is well-
defined as ratio ofmaximumpower tomaximumdata rate and consequentlymeasures
the consumed energy per bit of transported information. It can be expressed as

ECR = Maximum Power

Maximum Data Rate
= Joules

Bit
(1)

TheMIMO and relay node [7] are the twomain techniques used to save the energy
and increase the performance of a network in MANET. In this research paper, we
consider the relay node technique for cooperative communication among the nodes
in selected route to enhance the energy efficiency thereby prolonged lifetime.

3.2 Multiple-Input Multiple-Output

Recently, a new class of communication has been introduced in cooperative commu-
nication which allows single antenna device to take the benefit of multiple-input-
multiple-output systems. It designates a set of techniques [8], 9] to reduce energy
consumption and expand the throughput thereby increasing the energy efficiency
between the sender and receiver nodes.

3.3 Relay Node

The main application of relay node between sender and receiver nodes permits to
improve the performance and energy savings. Relaying generally splits longer routes
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into shorter route segments thereby decreasing total route damage due to nonlinear
relationship of path loss and path distance. Replacing longer paths and associated
losses becomes an advantage of cooperative communication with shorter and robust
radio links.

The MESDF routing identifies the best relay based on the number of neighboring
nodes and remaining battery energy of the nodes which realizes the minimum energy
consumption in a selected route. For direct transmission between the source and
destination nodes, the corresponding mutual information is given and proposed [4]
by

ID = log
(
1 + ρ

∣∣as, d
∣∣2) (2)

The transmission power-to-noise power ratio is defined as ρ = Eb/No where Eb

represents the transmission energy per bit and No is the white noise, as,d indicates
the wireless link between source and destination nodes. The outage probability for
direct transmission is given by

Pout
D = dk

s,d

(
2R − 1

ρ

)
(3)

where R represents the desired data rate in bit/s/Hz and d is the distance between
source and destination nodes. For cooperative transmission, the distance among the
source, relay, and destination nodes is given by the following equations.

During first time slot, source node in the network broadcasts the CREQ packet to
rest of the nodes in the network and estimates the distance between source and relay
through the received signal strength. Then, destination node receives the information
yd = hs,d

dk/2
s,d

from source node, where xs denotes information transmitted by source

node, hs,d is the channel, d
k/2
s,d represents the distance between source and destination

nodes, k is the path loss exponent, and nd represents the white noise. Similarly,
during second time slot, destination node broadcasts another CREQ packet with
information, estimates the distance between relay and destination node, and receives
the information via relay node which is

yd =

⎧
⎪⎪⎨
⎪⎪⎩

hs,d
dk/2
s,d

xs + nd , if

∣∣∣∣ hs,ddk/2
s,d

∣∣∣∣
2

< q(ρs )

hr,d
dk/2
r,d

xr + nd , if
∣∣∣ hs,r
dk/2
s,r

∣∣∣
2 ≥ q(ρs )

(4)

where q(ρs) = (22R − 1)/ρs can be derived from direct transmission.
In the proposed scheme, the relay is randomly selected, and hence, mutual

information can be written as
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IC =
{

1
2 log(1 + 2ρs

∣∣as, d
∣∣2), ∣∣as, r

∣∣2 < q(ρs )
1
2 log(1 + ρs

∣∣as, d
∣∣2 + ρr

∣∣ar, d
∣∣2), ∣∣as, r

∣∣2 > q(ρs )
(5)

Therefore, the outage probability for MESDF routing is given by

Pout
C = Pr [IC < R]

Pout
C = 1

2
dk
s,d

(
dk
s,r + ρs

ρr
dk
r,d

)(
22R − 1

)2
ρ2
s

(6)

whereρs andρr indicate the ratio of transmission power to noise power for source and
relay nodes, and therefore, IC < R means increasing the performance of cooperative
network. The proposed scheme always attains greater energy performance when
compared to CRCPR protocol.

4 Simulation Results

In order to investigate the performance of MESDF routing protocol, it needs to use
network simulator. Here, we considered the energy harvester [10] for evaluating the
performance ofMESDF routing protocol. In general, AODV is most widely adopted,
and its operation is very simple to understand becauseAODVhas no exact structure to
avoid link breakdowns. So, frequent link break [11]will rise quicklywhen the number
of mobile nodes in the network increases. Furthermore, CRCPR is selected as other
baseline and uses cooperative table, cooperative neighbor table, and relay table to
store the topological information and implement cooperative transmission among the
nodes thereby improving the robustness against the node mobility. The performance
metrics are examined by varying the number of mobile nodes and energy-restricted
nodes using Network Simulator [12–14]. The following are the important parameters
required to simulate the cooperative network and are given in Table 1.

1. Number of Link Failures: The simulation results shown in Fig. 2 show the
frequent link breaks of the three protocols used in a scenario with 50 nodes.
For AODV, it has no specific scheme to avoid link breaks. So, the link break
frequency will automatically increase when number of mobile nodes increases.
In CRCPR, the link break frequency will decrease via the cooperative and relay
table when increases the mobile nodes up to certain limit. But in the proposed
method that is in MESDF, the number of mobile nodes increases with higher
value, and the frequency of link breaks is much lower than CRCPR protocol.

2. End-to-End Delay: As we observe that in Fig. 3, when number of mobile
nodes involved in a scenario is with 50 nodes, the end-to-end delay of all the
three protocols will vary significantly. The end-to-end delay of AODV is higher
because there is no specific scheme for avoiding link breaks. More specifically,
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Table 1 Parameters required
for simulating the routing
protocols

S. no. Parameter Assigned value

1 Network area 1000 m2

2 Mobility model Random walk

3 Number of nodes 50

4 Node speed 10 m/s

5 Simulation time 250 s

6 Routing protocol AODV, CRCPR, and MESDF

7 Data rate 1024 Kbps

8 Packet size 512 bytes

9 Wi-Fi channel Yans Wi-Fi

10 Initial energy 0.1 J

11 Energy model Wi-Fi radio energy model

Fig. 2 Number of link breaks versus number of mobile nodes in a network

due to link break reduction, the end-to-end delay of CRCPR and MESDF is
more stable when compared with AODV if increasing the mobile nodes and
provides the better performance.

3. Throughput: As we can see that in Fig. 4, throughput of AODV decreases with
increasing the mobile nodes in a network. But, the performance of CRCPR and
MESDF is more stable and better than AODV because it can utilize the coopera-
tive topology to improve the robustness against the node mobility. Furthermore,
the final route selection criteria of CRCPR and MESDF will avoid a node with
high link break probability. So, a more stable route will be selected than the
shortest path and improves the network throughput.
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Fig. 3 End-to-end delay versus number of mobile nodes in a network

Fig. 4 Throughput versus number of mobile nodes in a network
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Fig. 5 Energy consumption ratio versus simulation time

4. Energy Consumption: The simulation result in Fig. 5 shows that the energy
consumption rate of the three protocols is used in a scenario with 50 nodes.
For AODV, it has no specific scheme to avoid link breaks. So, the link
break frequency will automatically increase when the number of mobile nodes
increases thereby consumingmore energy when compared to other protocols. In
CRCPR, the link break frequency will decrease due to cooperative communica-
tion via the cooperative and relay table, and consumption of energy is somewhat
less thanAODVprotocol.But in the proposedmethod that is inMESDF, protocol
consumes less energy for a selected route when compared to existing protocols.

5. Network Lifetime: It is nothing but the duration of the network until the first
or last or any node along the route knowledges energy drain out. The overall
network lifetime of three protocols is shown in Fig. 6. In order to compare the
lifetime of the three protocols, we deactivate the energy harvesting (EH) ability
and change the role of mobile nodes to energy restricted (ER) node, which
assigns the lower energy than the normal nodes. With increasing the ER nodes,
the overall network lifetime of both AODV and CRCPR reduces. When the
number of ER nodes is lower, the performance of MESDF is better and remains
stable due to its route selection criteria and energy harvesting which in turn
increases the lifetime of the network.

5 Conclusion

The cooperative communication plays an important role in improving system
capacity and energy efficiency of aMANET using relay nodes. The use of relay node
is to transmit the information between sender and receiver in an effective manner
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Fig. 6 Network lifetime versus no. of energy restricted nodes in a network

to increase the energy efficiency because the distance between the sender and relay
is very shorter compared to distance between sender and receiver, which means
reduction in transmission energy on both sides is possible. Final selected route in
MESDF routing is used for minimizing the energy consumption during transmission
of data between the sender and receiver through the relays. The proposed scheme
increases the energy efficiency and thereby enhancing the lifetime of the network
when compared to existing scheme. The simulation result shows thatMESDF routing
attains 21% of energy saving in a selected route when compared to existing coop-
erative and non-cooperative routing methods. Therefore, the proposed scheme gives
better performance and prolonged the lifetime.
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Abstract The sensor nodes in the network senses and processes the data, and each
sensor usually has different task burdens due to the environmental change, which
results in dynamic change of the energy consumption rate at different nodes. To
provide real-time on-demand charging to these sensors is a real challenge. Based
on the certain threshold, each sensor node requests for charging, and these charging
requests are taken in to the matrix and processed accordingly based on the selection
rate by mobile charging vehicle (MCV). This paper deals with wireless charging
in sensor networks and explores efficient policies to perform simultaneous multi-
mobile charging power transfer through a mobile charging vehicle. The proposed
solution, called on-demand multi-mobile charging scheduling scheme (MMCSS),
features selection rate (SR) based on which selection of the next charging request
node is selected efficiently by considering important parameters. After selecting the
node based on the SR, it is checked whether the charging is possible or not based on
the next charging node possible (NNCP). Then, the shortest path is given from the
MCV to selected node using Dijkstra algorithm. Various MCV charging conditions
are discussed below.
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1 Introduction

Wireless sensor network has assumed a significant job in numerous monitoring
applications and reconnaissance applications including ecological sensing, target fol-
lowing, basic well-being observing, military observation, disaster warning, clinical
framework and so on. The sensors are fueled by batteries, which leads to the vital-
ity constraints and continuous battery substitution, and it obstructs the huge scope
arrangement of wireless sensor networks (WSNs). There are such a large number
of vitality mindful methodologies created in the previous decade to reduce sensor’s
vitality utilization’s and to adjust vitality utilization’s among sensors; however, the
WSN’s lifetime stays as a primary exhibition bottleneck in their organizations since
wireless information transmission devours considerable sensor vitality.

In the WSN sensors, they have a limited energy, and due to continuous opera-
tions, sensors run out of energy, and each sensor in the network has different energy
consumptions due to their different environmental locations. In order to solve this
problem, we have on-demand charging, which states that when a sensor node reaches
a particular threshold, it sends a charging request to the mobile charging vehicle
(MCV).MCVreceivesmultiple charging requests, but selecting the charging requests
plays an important role in our network. For this, we have given MMCSS algorithm
which deals with this problem under certain parameters.

As mentioned [1], increasing the service time of devices becomes crucial, and
the current studies planned a range of strategies to prolong time period of nodes
and alleviate sensor node energy restriction downside. In these studies, adjusting
dynamically the time length of a node to remain active during an information assort-
ment period, i.e., duty cycle, it is an economical strategy to avoid wasting energy
and increase the time period of network. G. J. Han et al. propose a formula to boost
the mobile charger’s potency underneath considering the connection of energy con-
sumption of mobile chargers and their energy transfer to the nodes in wireless device
networks. When we increase the sensor’s service time, the energy deteriorates and
becomes crucial, so the existing studies have given so many methods to increase the
network’s lifetime and solved the sensor node’s energy problem.

2 Related Work

In [2], a mobile charger charges the sensor nodes using wireless modes to maximize
the sum of sensor’s lifetime with minimal charger traveling distance. This approach
also applies the partial recharging strategy to minimize the sensor node’s fail rate.
This approach proposes two different algorithms for sensor lifetime, maximization
problem and algorithm for maximum sensor lifetime with minimum traveling cost
for balancing energy and traveling distance. This algorithm efficiently maximizes the
sensor network lifetime with an optimized traveling distance. On the other hand, the
fixed amount of energy recharge will lead to the downside of this approach. Mainly,
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the less energy recharge may increase the MC tour, and the longer charging rate will
maximize the dying node’s rate. So, the performance of this approach depends on
the energy charging rate. However, finding this rate is also a difficult task, and it
increases the complexity as well.

In [3], multiple wireless charging vehicles (WCVs) are used to charge the sensors
in the network. For this purpose, a scheme named Game Theoretical Collaborative
Charging Scheduling (GTCCS) is designed. This scheme uses Nash equilibrium
to find the best charging targets for each WCV collaboratively. It converts WCVs
into players of the game for higher profit, thereby increasing energy efficiency and
reducing the number of dead nodes.

In [1], the sensors are battery-controlled, and their vitality is constrained [4–7].
So, as to take care of the vitality recharging issue in wireless rechargeable sensor
networks, numerous scientists have done a great deal of works, which are separated
into two kinds which are periodical charging and on-demand charging. A significant
number of the current investigations follows periodical charging scheme, inwhich the
mobile charger intermittently crosses the sensors in the sensor network and supplies
vitality to the sensors.

3 Proposed Work

In this section, we introduce the network components, network model and relevant
assumptions. We have shown the problem formulation and the proposed work in
detail, and we compared MMCSS algorithm with the existing algorithms RCSS and
[8]. We have also provided the illustration of the work for better understanding of the
solution. Furthermore, we listed the limitations which identified from the proposed
method.

3.1 Network Model

Figure1 illustrates the network model in this paper. In this paper, the sensor nodes
were randomly distributed, and the base station(BS) is equipped with multiple
mobile charging vehicle (MCV). Here, the MCVs are responsible to achieve timely
energy supplementation. This network model follows on-demand charging schedul-
ing scheme;whenone sensor node reaches a particular threshold, it sends the charging
request to MCV as shown in Fig. 1b. In this algorithm, we consider two states for a
MCV: first, the MCV that is in action state and second, MCV that is in idle state. We
assume that no two MCVs can come in to same state either action state or idle state,
because in order to send charging requests, sensor nodes should have only one state
(MCV in action state).WhenMCV that is in action falls under certain threshold, then
it calls another MCV that is in idle state at the base station. Various MCV charging
conditions were discussed in Sect. 3.9.
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Fig. 1 Illustration of figure. a Sensors were randomly distributed, two MCVs at the base station b
Sensors were randomly distributed, two MCVs at the base station, and when each sensor reaches a
threshold, it sends a charging request to MCV

We proposed a multiple mobile charging scheduling scheme (MMCSS), where
nodes send their charging requests to the MCV, and then, these charging requests
are selected based on the selection criteria. Even MCV has limited energy, and when
their energy falls down to certain threshold, they will be changed based on their
energy criteria continuously until sensors get charged.

3.2 Problem Statement

In thewireless sensor networks (WSNs), due to different environmental locations, the
sensor node’s energy consumption changes with time [9–11]. In this paper, we have
given a multi-mobile charging scheduling scheme (MMCSS) to charge the requested
charging nodes that mainly aims at the following problems, Given mobile charging
vehicle (MCV) receiving multiple requests from sensor nodes, this paper details on:

1. How to effectively select the nodes, i.e., based on their selection rate to prevent
exhaustion of nodes.

2. How effectively two MCVs charge the nodes one at a time and the difference
from the existing papers is that for the next node selection algorithm, we are not
considering the parameters based on the network.

3. We are solving the problem in the existing approach, which kills both MCV and
node if single MCV does not have the sufficient energy to charge the node and
with the increase in simulation time, the number of failed nodes increases in the
existing algorithm (Fig. 2).
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Fig. 2 MMCSS work flow
diagram
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3.3 Proposed Algorithm

In this paper, we assume that each node has certain features like node discharge
rate, residual energy, node’s distance from charging station, ‘x’ coordinate and ‘y’
coordinate. When each sensor node falls under threshold, it sends charging request
to the MCV, and these charging requests get added to the charging matrix. In the
charging matrix, the rows are sensors and the columns are features. It selects the
next charging node based on selection criteria as discussed below, and MCV also
has certain threshold. Managing both MCV and sensor nodes is real challenge.

In this algorithm first, we will check the node for every minute to discharge its
energy as depicted in Fig. 3. Here, we are calculating it with the help of Eq.1. If
check for this node is less than or equal to zero, then the node gets failed, and we will
delete that request from the charging matrix. If the check for this node is between 0
(or greater than zero) and 225, then we will add the request to the charging matrix.
If the request is added for the first time in order to initialize the select next node,
we will call the select next node, but after first time to determine the next charging
sensor, we will take the selection rate into consideration from the next round and
calculate it as described in Fig. 4. And if the check for this node lies between 225
and 500, then the node gets discharged according to its charging rate. If the sensor
energy reaches 494J, then only it gets updated into the matrix because it is a tedious
task to update the matrix for every time.

Fig. 3 Sensor nodes and MCVs at various discharges with conditions
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Fig. 4 Selection rate flow diagram

Checkfornode(X) = matrix[node][2] - matrix[node][1]
x = MiR − MiE

2 - - - - - Residual energy
1 - - - - - Node discharge rate

(1)

Here, in Eq.1, MiR is ith sensor and Rth Column, MiE is ith sensor and Eth
Column.
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3.4 Selection Rate (SR)

To select the next charging node, MMCSS calculates its next charging node based on
the selection rate criteria (SR). The selection rate criteria are based upon the energy
consumption of nodes and distance from requesting node to the current charging node
(MCV). It calculates the selection rate for each and every request that is in charging
matrix and calculates their normalized distance and normalized energy consumption
with the help of Eqs. 2 and 3.

In this paper, we assume that each node has some features: discharge rate, residual
energy, node’s distance from charging station, ‘x’ coordinate, ‘y’ coordinate. SR
calculation is done in the following section.

x = N
max
i=1

(Mid) (2)

Y = Mid
x ∗ 10 In Eq.2 Mid is ith sensor and dth distance from requesting node to the

current charging node.

u = N
max
i=1

(MiE ) (3)

V = MiE
u ∗ 10 In Eq.3 MiE is ith sensor and E is the energy consumption of each

node

3.5 SR Calculation

For calculating selection rate(SR), we have taken 20 sensor nodes that were randomly
distributed as shown in Fig. 5. When the sensor nodes reach to particular threshold as
shown in Table 1, sensor nodes send their charring request to MCV. These charging
requests are taken into the chargingmatrix. Based on thismatrix, the SR is calculated.
The chargingmatrix consists of requested charging nodes and their features. By using
Eqs. 2 and 3, we found SR for each and every sensor node that is in the given charging
matrix. Here, in the charging matrix, the node’s distance from the charging station
is calculated dynamically in the algorithm.

∣
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Fig. 5 Shortest path from MCV to selected node for charging

Table 1 Parameters that
were taken in this paper [1]

Parameter Values

No. of sensor nodes 50–90

Operation voltage 2.6 V

Nodes energy capability 500 J

MCV energy capacity 50,000 J

Sensors charging request
threshold

225 J

Rate of charging 4 w/s

Moving discharge 12 J/m

Speed of mobile charging
vehicle (MCV)

4 m/s

• 0 sensor id
• 1 Energy consumption
• 2 Residual energy
• 3 Node’s distance from charging station
• 4 x coordinate
• 5 y coordinate

S = max

( E
D

)

(4)
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where S is the selection rate, E is denoted as normalized energy consumption rate,
and D is the normalized distance.

• From the above equations, we get the next charging node as S10

3.6 Selection Rate Conditions (SR)

For each and every sensor node that is in the charging matrix, we calculate the
selection rate using normalized distance and normalized energy consumption. If the
selection rates of two nodes are equal in the chargingmatrix, then select the nodewith
minimum residual energy. Still if both residual energy and selection rate are equal,
thenwe should select the nodewith the less distance to theMCV.Here,we selected the
node with the less distance toMCV, because if we select the node with long distance,
then instead of mobile charging vehicle (MCV) going there, both the MCV and node
get failed; instead, we can select the node with less distance to MCV, and then, we
can call another MCV that is at the base station. Each and every step of selection
rate calculation is given in the selection rate flowchart in Fig. 4 (Tables 2, 3 and 4).

3.7 Selection of the Next Charge Possible

When the node is selected based on the selection rate as shown in the flowchart in
Fig. 4, we also need to check whether the next node charging possible or not based
on the following Eqs. 5 and 6. From Eq.5, we calculate distance between requesting
charging node and current charging node, and then, we find charge needed for the

Table 2 From Eq.2 calculation of normalized energy consumption for each and every sensor node

Node
ID

1 2 3 4 5 6 7 8 9 10

NEC 3.3 4.1 5.8 1.6 9.1 8.3 7.5 10 9.1 8.3

Table 3 From Eq.3 calculation of normalized distance for each and every sensor node

Node
ID

1 2 3 4 5 6 7 8 9 10

ND 4.8 10 4.5 3.8 4.8 9.6 7.2 6.6 8.7 2.4

Table 4 From Eq.4 calculation of selection rate (SR) for each and every sensor node

Node
ID

1 2 3 4 5 6 7 8 9 10

SR 0.68 0.41 1.28 0.42 1.89 0.86 1.04 1.51 1.04 3.4
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next charge in Eq.6. If charge to left is greater than the current MCV threshold, then
only MCV charges the node; otherwise, it returns false.

d =
√

(x1 − x2)
2 + (y1 − y2)

2

x1 = Requesting Charging node[4]
x2 = Current charging node[4]
y1 = Requesting Charging node[5]
y2 = Current charging node[5]

(5)

charge needed for next charge = (500 − requesting node[2]) + ( distance ∗ 10)
(6)

calculate charge needed for the next charge:
charge to left = self.mcv current charge - charge needed for next charge
if charge to left > self.mcvs threshold:
return True
else:
return False

3.8 Shortest Path Algorithm for MMCSS

We used Dijkstra, as a shortest path for MMCSS algorithm. When the next charging
node is selected based on the selection rate and after the next charge possible, the
MCV moves in the shortest path to the selected charging node by using Dijkstra
algorithm as shown in Fig. 5.
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3.9 Conditions for Calling MCV

There were two MCVs in this paper, they are the MCV in action and the MCV in the
idle state. We assume that no two MVCs can come into action as either one should
be in action or another should be in idle state. EvenMCV has certain threshold, these
are the conditions of the MCV if it falls under threshold.

Case 0: When MCV does not go under threshold after the initialization of the next
charging node, it goes to selected sensor node, and then, based on the selection rate
(SR), it travels to another sensor node as shown in Fig. 6.

Case 1: When the current MCV reaches certain threshold and there is only one
priority critical request in its matrix. Then, it will transfer(sends) the request matrix
to idle MCV that is at the charging station, and it will come to its charging station.
Then, idle MCV becomes the current MCV as shown in Fig. 7.

Fig. 6 When MCV does not go under threshold
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Fig. 7 WhenMCV goes under threshold and there is only one priority critical request in the matrix

Case 2: When the current MCV reaches a particular threshold and there are two
priority critical requests in itsmatrix. It will reach the sensor that is with least distance
and then sends the updated matrix to idle MCV and reaches the charging station.
Then, the idle MCV that is at the charging station will come in to action before the
current MCV reaches to charging station as shown in Fig. 8. But the current MCV
becomes idle by not taking any requests from the sensor nodes. When the current
MCV transfers the updated matrix to idle MCV followed by this, it also sends the
new current MCV’s ID to all the sensor nodes.

3.10 Special Case

Semi-Idle MCV: When the current MCV transfers the updated matrix to idle MCV
followed by this, it also sends the new current MCV’s ID to all the sensor nodes so
that all sensor nodes send their charging requests to the new MCV that is going to
come in to action .Then, every sensor node should acknowledge to the current MCV
when they receive new current MCV’s ID. Suppose if the current MCV node does
not get the acknowledge from some sensor nodes, then MCV will go in to semi-idle
state.

Semi-Idle State: When MCV is said to be in semi-idle state, then it will go to
charging station, but still, it receives the request blindly from the nodes and forwards
the charging request to the current MCV that is in action.
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Fig. 8 When MCV goes under threshold and there is two priority critical request in the matrix

4 Results and Discussion

4.1 Number of Nodes Die Versus Simulation Time

Lifetime of WSN is the time till the first sensor node in the network dies once the
mobile charger has started from the base station. We improved the network lifetime
by multiple mobile charging scheduling scheme (MMCSS) algorithm and compared
the simulations with the existing algorithms (RCSS). In Fig. 9a, if we increase the
simulation time inMMCSS, the number of failed nodeswas very less compared to the
existing algorithm. This is measured continuously by recording the number of sensor
nodes that die by increasing the simulation time. Here, in Fig. 10, as the simulation
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Fig. 9 Illustration of figure. a (MMCSS) Simulation time versus number of failed nodes b (Existing
algo) Simulation time versus number of failed nodes

time ofMMCSS increases, the number of failed nodes decreases drastically, whereas
in the existing algorithm, as the simulation time increases, the number of failed nodes
increases drastically. Here, we have randomly generated sensor nodes in the area of
150m× 150m, and the total number of nodes here in this paper we have taken are 70
to 100. It is clear in Fig. 10 that the total number of sensor nodes that were survived
using this algorithmmulti-mobile charging scheduling scheme (MMCSS) are always
greater than the existing algorithm even there are large number of sensor nodes. This
is why we have taken distance, energy consumption of each and every node in to
consideration for the selection rate which were not done in the existing algorithms.
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Fig. 10 No. of failed nodes of MMCSS versus existing algorithms

4.2 Performance Evaluation

In MMCSS algorithm, while selecting the request charging node that was initially in
the chargingmatrix, we took both energy consumption and distance as important fac-
tors to formulate the problem as shown in Eqs. 2 and 3 which explains that MMCSS
is better than the existing algorithm (RCSS). We have tested MMCSS with the fol-
lowing parameters (inputs). We did not take the parameter beta which is decided by
the network as shown in the existing algorithm. For this algorithm, we have taken
different kinds of data sets that were medium, denser and sparse data sets. With
this input, we performed different kinds of simulations. Here, in this algorithm, we
have taken total number nodes as 100 as an example, and MMCSS survives maxi-
mum number of nodes in the experiment as shown in Fig. 9a, while in the existing
algorithm, the failed number of nodes was increased drastically as shown in Fig. 9b,
which shows that MMCSS has improved the total number of failed sensor nodes as
shown in Fig. 9a.

5 Conclusion

In this paper, we have given an algorithm called multi-mobile charging schedul-
ing scheme (MMCSS) for wireless rechargeable sensor networks. In this MMCSS
scheme, we have taken lot of parameters in to consideration like MCV’s thresh-
old, sensor node features like energy consumption, distance between sensor nodes,
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MCV’s residual energy and MCV’s energy. Here, in this algorithm, while calcu-
lating the selection rate, we have taken the energy consumption and distance in to
consideration that makes this algorithm more efficient. The selection of MCVs and
charging the sensors within due time has proven that MMCSS is better than the
existing algorithms.
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CRAWL: Cloud-Based Real-Time
Interconnections of Agricultural Water
Sources Using LoRa

P. Sree Harshitha, Raja VaraPrasad, and Hrishikesh Venkataraman

Abstract Water wells are traditional sources of water for agricultural needs. Partic-
ularly, due to ever-increasing demand from the exponentially growing population,
there arises a need to balance the water demand and conserve water resources. The
current systems adopted are very rudimentary and cannot be scaled. Hence, a major
challenge is to investigate equitable allocation of water from excess sources to deficit
ones. In this regard, this work proposes an Internet of things (IoT)-based technique
to effectively manage and utilize water resources by connecting wells, ponds, lakes,
etc., with a smart network of pipelines. The interconnected wells are configured with
a sensors-actuation mechanism and communication devices that sense the water
scarcity among wells in a network and then redistribute water accordingly. A low-
cost and low-power IoT technology is used for data acquisition from sensors to auto
control the actuators. A long-range wireless communication between water sources
is achieved by deploying long-range (LoRa)modules, a prototype is developed, and a
cloud-based app is deployed. The CRAWL—cloud-based real-time interconnections
of agricultural water sources using LoRa system—is scalable and hence is capable
of being developed as a rugged and robust system that can solve problems of floods,
burst of rains and water shortages at not only panchayat/Taluka level, but also scaled
upto district and state levels in the country.
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1 Introduction

Water has always been an essential asset for all forms of life, where agriculture
demands enormous water resources. In the present days, most of the agriculture
fields do not have sufficient amount of water for farming, while some of the fields
have excess amount of water. Farmers depend either on open water wells or on bore
wells. Extensive dependency and usage of bore wells have resulted in depletion of
the water table beyond its threshold lower limits. Critical drawback of this practice
is that if water is deficit at the times of crop yielding can hugely dent their harvest.
To mitigate this effect, water transfer mechanisms are effective solutions to balance
water demands and ordeals of dry season. Good water scheduling system requires
the planning, water-saving agricultural systems to improve farming water usage effi-
ciency in the dry and semi-arid regions with close collaboration among farmers [1].
Arranging and usage of already laid pipeline system efficiently are expensive and
time taking. In such manner, a paper with a novel advisory structure named Zobhana
Jala Sambaddha (ZJS) to provide an automated arrangement when compared with
manual pipe layingmechanism [2]. Some farmers inMaharashtra connected 30wells
to create a perennial water bank to irrigate 150 acres of agricultural land. However,
it failed to take off because of the lack of planning and control units. IoT technol-
ogy, including radio frequency identification technology, sensor technology, smart
technology, nanotechnology and other innovations, is a modern system of informa-
tion processing and acquisition. IoT is a connectivity between people and things,
using any network and any service at any time, in any location, and is therefore a
large, diverse global network infrastructure [3]. The strong motivation behind this
work is that every farmer should have access to water for their irrigation needs at
required times. The proposed CRAWL IoT architecture can defuse the crisis if water
is redistributed from surplus bodies to deficit one by monitoring the water level of
each remote node and by remote actuation of valves and motors using LoRa as com-
munication mode which has distinct features than existing ones, i.e. Wi-Fi, 3G. The
following are the novelty benefits for smart agriculture using CRAWL system:

• Long coverage
• Low power consumption
• Low maintenance system.

This paper is organized as follows. Section2 tells about related work, and Sect. 3
tells about real-time modelling architecture and implementation. The experimental
results are discussed in Sect. 4, conclusion in Sect. 5 and future work in Sect. 6.

2 Related Work

The significant challenge recognized in the current space is to give farmers needed
water for the crop and convenient support at the major crop yielding period. The
inconsistent distribution of water is uplifted by political changes, unequal resource
management and climatic irregularities.
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In large-scale networks, water is transported along the open water channels under
the power of gravity alone, where interlinking of five river basins of Rajasthan was
established with out pumping systems [4]. A similar system was implemented in
Heihe river basin [5]. A water allocation scheme was implemented with more than
60 water decision-makers at more than 40 locations to implement and maintain
real-time responses based on the current relationship between supply and demand
of water. An integrated environment was developed to manage data and facilitate
cooperation among different levels of users. Notably, a model was developed to
predict water consumption and improve water management on irrigation schemes
in semi-arid Brazil [6]. Authors asserted the model’s potential to be implemented
in 62 public irrigation schemes in 730,000 ha of irrigable area to regulate irrigation
water consumption. In Italy, theOfantowater irrigation plot among the biggest multi-
croppedwatered field is integratedwith open-branched distribution network inwhich
every channel has a control unit and flow sensors using supervisory control and data
acquisition (SCADA) [7]. A customary SCADA frameworkwould have cost 100,000
dollars to set up and more to maintain.

One of the authors proposed a technique to built a real-time water level monitor-
ing of storage in water distributed networks (WDNs) and remote actuation of valves
utilizing the IoT empowered devices to regulate water supply across the water distri-
bution network from the nodal reservoir [8]. Other author proposed a smart irrigation
and tank automated monitoring system using ultrasonic sensors to measure the water
level inside the tank which switches ON/OFF the motor compared with the threshold
level [9]. The work proposed by the author for an automated drinking water system to
each home unit is provided with a separate flow sensor which calculates flow rate and
arrests the water using valves [10]. The efficient use of water resources for stability
of the agriculture irrigation systems is modelled based on the IoT using hardware and
network architectures with software process control [11]. IoT application for remote
monitoring and control of water in agricultural fields is based on the analysis of data
collected by the wireless sensor network [12]. The system overcomes limitations
of traditional agricultural procedures by utilizing water resource efficiently and also
reducing labour cost, and a prototype of themechanism is carried out usingTICC3200
launch pad interconnected sensors modules with other necessary electronic devices
[13]. In large-scale irrigation network management, closed-loop control is adopted
in open water channels where flow is controlled on the basis of the water level [14].
The IoT cloud uses both the HTTP andMQTT protocols to provide users with visual
and timely sensor data [15].

The above-mentioned plan empowers data to the users and form a network through
Wi-Fi or 3G where as the CRAWL system is identified to come up with great solu-
tions for water-sharing mechanism among farmers and from excess water resource
available for sustainable growth of agriculture.
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3 CRAWL—Real-Time Modelling Architecture and
Implementation

Automatedwater shared systems focus on proper sharing of water to all water storage
in farms and shut water supply with a predefined threshold limit. Here, architecture
conceptualized on the water requirement for each farm, and accordingly, water is
shared and supplied using valves and motors. The system allows the flow of water in
concurrence with threshold levels, and real-time parameters are measured and reg-
ulated with flow sensor, level sensor and Arduino UNO. The real-time data would
be stored in an aggregator on a temporary basis and later will be sent to the cloud.
Figure1 shows the architecture of the proposed system, in which automated water
shared between water bodies is achieved using Arduino, water level sensor, flow
sensors, valves and motors. Any discrepancy is intimated to the main hub, i.e. aggre-
gator using LoRa connected to the Arduino board. The main function of the Arduino
UNO is to read the data from the sensor and send the data to the aggregator node
and to optionally process it. The long-range communication in real time is essential
as two water bodies are far from each other, and the application is mainly used in
rural areas, as Internet application is not a viable option. LoRa module is the most
efficient mode of communication in long ranges in the absence of Internet-enabled
services.

Arduino acts as the remote node and node MCU as the aggregator for data aggre-
gation, a transformation which is connected to the Internet to inject the data into the
cloud. For administrator visualization, aGUI andmobile app has also been developed
that conveys information and reflect actions which the user can take. The previously
mentioned drawbacks make a genuine difficulty in settling the current challenging
situations of the country individuals in farming area.

Fig. 1 CRAWL architecture
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3.1 Implementation of CRAWL

Figure2 shows the network of pipelines from the top view in which all farmlands are
interconnected with each other, each farmland has a node with a submersible water
pump motor, and solenoid valves are actuators which can automatically pump and
fill water by communicating with server. The supply of water for irrigation water
storage can be well executed using pipeline networks and in an automated way is
by embedding all the components and fixing the threshold level to the Arduino. The
Arduino UNO board plays a vital role, and it is interfaced with a level and flow
sensor, valves and actuators of each farm unit separately. The sensors monitor the
water level in the nodes and send appropriate signals to the Arduino. It sends the
level sensor data to the server where node MCU is used as microcontroller which
decides and sends back particular actuationmessages to the Arduino to turn ON/OFF
the motor and solenoid valve. It processes these values, and based on the actuation
messages, actuators are triggered at particular nodes.

To supply water to the deficit node whenever needed in an optimized and well-
designed manner from different water bodies all over the network. The nodes which
pump water have to switch ON both motor pump and solenoid valve, where the
receiver node has to switch ON only valve to get water. Now, server decides which
node has to be chosen to pump water from. To do so, the data required is the water
level of all the nodes in the network frame, and then, a particular node could be
chosen for actuating the valves and motors accordingly. To pump the excess amount
of water from the upper threshold water body using the submersible water pump

Fig. 2 Typical implementation layout of the CRAWL architecture
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to the deficient water body to reach the required threshold level, flow sensors are
deployed in the system to check whether the same flow rate is observed at both water
bodies, where one is a sender of water and the other is the receiver. So, even water
leakage can be detected.

Hence, adopting this method of interconnected network in a geographical dis-
tributedwater body such that surpluswater fromone source ofwater could be pumped
into the other source of deficit farm in a sound economical manner.

3.2 Flow chart

Flow chart is a diagram of the sequence of actions of nodes involved in complete net-
work. Figure3 shows a basic understanding of the work flow in the proposed frame-
work. Every node sends its water level sensor data for particular defined interval, and
server will store the data of every node of a network and sends back the actuation
messages depend on their level compared to threshold levels. If any request from the
deficit source received by the server, then it compares with other water levels and
selects and sends actuation messages to the surplus node to share water. The actua-
tion message sent to the surplus node is to pump water through submersible motor,
and solenoid valve should be actuated. The actuated message sent to deficit source
is to switch ON the solenoid valve to receive water from any other surplus node.
The real-time comparison of the process parameters is continuous one, so surplus
water body should not fall below the deficit level. Once the requirements achieved by
the network, then valve and pump of all nodes will be turned OFF as per the server
instructions.

4 Experimental Set-Up and Results

The main aim of our work is to develop and demonstrate algorithms to come up
with the best distribution regimes using IoTs to get real-time data about water level
in each well and storage tank, and therefore, a solution is provided by constructing
an electronic system that has the capability of supplying water to a certain water
body when its water level is below a threshold. Generally, SX1301 is used as an
aggregator LoRa module as it is an 8-channel gateway, but very costly, compared to
it the cost of LG01N which is very less and a single channel. LG01N is used as a
LoRa aggregator that supports multiple working modes with 50–300 sensor nodes
and also bridges LoRa wireless network to an IP network with Wi-Fi, Ethernet,
3G/4G cellular. An algorithm is written at aggregator node in such a way to avoid
the repetitive conditions and written the final possible conditions in Table1 remained
are only 10 with 1 exceptional condition, i.e. all 3 nodes with deficit water bodies
then at that time, the comparison was made among the water levels of 3 nodes and
water will be shared equally among those nodes.
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Fig. 3 Flow chart for the CRAWL process
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Table 1 Switching response of remote nodes towards water level conditions

Node1 Valve1 Motor1 Node2 Valve2 Motor2 Node3 Valve3 Motor3

Deficit Open OFF Surplus Open ON Surplus Open ON

Surplus Open ON Deficit Open OFF Deficit Open OFF

Ok Open ON Deficit Open OFF Deficit Open OFF

Ok Close OFF Surplus Open ON Deficit Open OFF

Deficit Open OFF Ok Open ON Ok Open ON

Surplus Close OFF Ok Close OFF Ok Close OFF

Ok Close OFF Surplus Close OFF Surplus Close OFF

Surplus Close OFF Surplus Close OFF Surplus Close OFF

Ok Close OFF Ok Close OFF Ok Close OFF

Deficit Open OFF Deficit Open OFF Deficit Open OFF

4.1 Experimental Set-Up

Figure4a shows remote node which consists of an Arduino MCU, LoRa module,
ultrasonic sensor, flow sensors, submersible pump and solenoid valves. Arduino
collects the water level in the wells every minute from an ultrasonic sensor and sends
it to the aggregator node using LoRa which is connected to Arduino using a serial
peripheral interface (SPI), and power is taken fromA 3.3V output. The power supply
is designed to 5V to Arduino, ultrasonic sensor, flow sensor 12V external power
supply is used for motor and valve. Remote nodes take reading of the level sensor and
check the status of the valve fully open or fully closed and motor ON/OFF for every
minute and send them to the aggregator using LoRa. Communication between remote
nodes and aggregator is half-duplex. Based on the command received, Arduino can
energize or de-energize the valve to OPEN/CLOSE and the motor to ON/OFF.

In Fig. 4b, the aggregator node collects the data from sensor nodes, processes and
pushes the data to the central server whenever it receives data from any of the remote
nodes. Again, it receives command from the centralized server and transmits to the
sensor node to OPEN/CLOSE the valves and motors to ON/OFF. Aggregator LoRa
is always in receiving mode to receive data from data from remote nodes. The LoRa
wireless network allows users to send or receive data for long ranges at low data-
rates and provides high interference immunity. In the proposed system, the expected
range between the two nodes is approximately 2km. The range of communication
has become a basic part of the IoT framework. Lora gives long-range communication
up to 10–40 km in rural zones and 1–5 km in urban zones.
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Fig. 4 Types of nodes used

4.2 Experimental Results

The nodes will send the water level of each water well to the server which responds
accordingly. The threshold limit with 0–60 cm then it’s a surplus condition, if it is
between 60–150 cm then it’s considered as a safe node, if the threshold limit is more
150cm then it is in deficit condition. Server will be ready with all nodes data so that
it can easily compare and select the condition from which nodes the water has to
pump to equilibrium all the nodes to form all nodes to be in safe condition. Here, a
case is taken with node-1 235cm which is below the lower threshold limit and is in
deficit condition, so that it requests server for water need. Now, server compares and
sends the message to node-1 to open the valve to get water from any other surplus
water bodies. Now, the server checks for node-2 and node-3 which is of water 80cm
and 30cm, respectively. So, the water from node-3 which is in surplus condition is
pumped to node-1, but noting the condition that the threshold limit of node-3 should
not fall below the safe condition and node-2 will also contribute if the comparison
of the node-3 is below node-2. The water will be pumped to the node-1 from all the
nodes which is of upper threshold level in the shortest path to balance all the water
levels of the nodes.

Figure5 shows the snapshot of node-1 sending data to server using LoRa with
time stamp. The data of water level and flow rate sent from node-1 to server, and
as a result, comparison is made in server with the remaining nodes, so that node
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Fig. 5 Nodes to aggregator time stamp

never falls into the deficit condition. Now, the node-1 sends the data in the format
of N1/235/95 where N1 is node-1 and 235 is water level data and 95 is flow rate of
node-1.

As 235cm comes under lower threshold value in the server, the actuation mes-
sages sent to the node-1 is “Valve-ON and Motor-OFF” in the following format
D1/V/ON/M/OFF for which node-1 reacts accordingly. Here, flow rate of all nodes
also compared to know the reliability of the system.

Figure6 is the snapshot of serial monitor of server part the receiving data from
nodes and sending back the actuation messages to the nodes, respectively. Water
level data received from Node 1, 2, 3 is 235cm, 80cm and 30cm, respectively. Now,
server algorithm decides that

• Node-1 is in deficit condition
• Node-2 is in safe condition
• Node-3 is in surplus condition

Next sequence of operation is sending the actuation messages to all the three
nodes to react accordingly. Algorithm is programmed in such a way for every node
where the node which receives water has only to switch ON the valve, where the
node which pumps water from that node has to switch ON both valve and motor, and
if the node is in safe state, then the valve and motor have to be in OFF condition.

Now accordingly, actuation messages were sent to the three nodes which indicate
the decision messages D1, D2 and D3 are as follows:
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Fig. 6 Time stamp from aggregator to cloud

• D1/V/ON/M/OFF
• D2/V/OFF/M/OFF
• D3/V/ON/M/ON

Figure7 shows the messages received from server to cloud using Hive MQTT
(Message Queuing Telemetry Transport), and it is a free open source and works
efficiently where the data is updated in faster manner. The data will be updated in to
the cloud in which Hive MQTT acts as a central distribution hub for publishing and
subscribing messages using Wi-Fi mode.

Later for administrator viewing purpose, a graphical user interface (GU) is devel-
oped to update continuously using Java script as shown in Fig. 8. The flow rate and
water level of each node are measured and displayed in Web page using hyper text
markup language (HTML) and cascading style sheets (CSS). This displayed data can
be easily understood by even layman.

In addition to it, a mobile app has also been developed in the view of farmers
to understand the whole procedure clearly as shown in Fig. 9. Nodes will be in safe
condition even after sharing their sources and will also get water from any surplus
body when they are in need of water during crop yielding as it is critical requirement.
The data from node to server and from server to cloud and from cloud to GUI and
finally from GUI to mobile app has tested many number of times with different
conditions works efficiently for CRAWL network.
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Fig. 7 Data received at cloud through MQTT

Fig. 8 Snapshot of data received from cloud to in built GUI
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Fig. 9 Snapshot of mobile
app

5 Conclusions

The rapidly increasing population has led to the need for innovative methods in irri-
gation to provide food security for future generations through water-sharing mech-
anisms. Related works are mostly on a single node implementation even if it is
extended to form a network, the working mechanisms are semiautomatic or manual,
and the large networksworkwith gravity or using hydraulic-based system. This paper
presents a low-cost IoT-based solution using LoRa for long-range communication
for monitoring and controlling water-sharing networks in fully autonomous manner
in efficient manner. Our CRAWL system covers long coverage 2km between two
nodes without Internet facility at node level which is also energy efficient system
as the server used is node MCU with LoRa which is of low power consumption
and highly reliable system as the flow sensors are used for clear comparison. This
optimized model shares water in a robust manner with appropriate quality and quan-
tity at the right time to safeguard the crop. This not only shows that distribution of
water is scalable across a village, but also opens up an opportunity for work sharing
and management across a Panchayat or municipal level, leading to low cost yet near
optimum water distribution.
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6 Future Work

Simulating a multi-hop cluster-based communication between nodes. The expected
working range between the two LoRa modules is 2km, but practically, the distance
between server and node might be more than above stated value, so to enhance the
range to communicate with the server, a cluster-based multi-hop communication
is proposed using LoRa. A clustering mechanism is proposed for communication
between nodes. Further, a LoRa-Gateway design approach is considered for wireless
communication. The next step is to develop an architecture for multiple clusters in
hardware and compare that with simulating results.
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Link Prediction Analysis on Directed
Complex Network

Salam Jayachitra Devi and Buddha Singh

Abstract Link prediction helps in the analysis of complex network and predicts
the future possible links. Researchers developed various link prediction methods
using the network topological information. The topological information depends on
different types of network such as undirected network, directed network, weighted
network, etc. So, designing a link prediction method based on the types of complex
network is a challenging task. Methods which are suitable for undirected network
cannot be applied to a directed network. Hence, for every method associated with
undirected network, correspondingmethods of directed network can be developed by
considering the topological information associated with the directed network. In this
paper, we have designed a link prediction method known as modified resource allo-
cation (MRA) for directed complex network. In the existing directed resource alloca-
tion (DRA) method, the immediate neighbors in the path length of two is considered.
Here, this resource allocation index has been extended by considering neighbors in
the path length of at most three. The proposed MRA method is primarily designed
to predict the probability of formation of links between the disconnected nodes in
a directed network by considering the longer path length. Area under the receiver
operating characteristic curve (AUC) metric is used for evaluating the performance.
Based on parameter σ , the AUC value is calculated and selected the most ideal solu-
tion. The comparative analysis of the proposed method with existing link prediction
methods is performed to determine that the proposed MRA method provides better
results than the existing link prediction models.
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1 Introduction

Complex network includes a risingmultidisciplinary research area that triggersmuch
consideration from physicists, mathematicians, scholars, engineering, computer
science, and numerous others [1]. Complex network structures describe a variety
of complex systems of high technology and intellectual importance, such as commu-
nication networks, World Wide Web, Internet, mobile social network, and friends’
network. [2, 3, 34–36]. It has also shown its noteworthy power in chemical and
biological systems [4]. With the rapid development of complex network theory,
several systems related to society and nature are portrayed as a complex network.
Among the various fields of research on the complex network, link prediction has
become an open issue in the field of data mining and knowledge discovery.

In recent years, it has been widely studied by researchers from different scientific
communities [5]. The main aim of link prediction in complex network is to estimate
the probability of existence of links among the nodes [6]. Link prediction has various
applications in disparate fields. Due to this, it has become a research hotspot.

In case of biological networks, prediction of missing links helps in discovering
unknown protein–protein interaction in the network and reduces the experimental
cost [7, 8]. Not only this, it also helps in online social networks by recommending new
friends to the users [23, 39, 40]. Link prediction also helps in identifying spurious
connections andmissing interaction in authors network [9, 10]. Apart from these, link
prediction algorithm can also be applied in partially labeled networks for prediction
of research areas or protein function [11].

Several link prediction algorithms are firmly related to the issue of network
developing mechanisms. Recently, several authors proposed various link predic-
tion methods based on different backgrounds. Among these previous methods, link
prediction based on similarity indices which are also based on topology is the
simplest and effective [12]. Due to its simpleness, it received close attention from
the researchers. Similarity-based methods are classified as path-based and neighbor-
based methods. The similarity of nodes can be determined from the links among
them and the path in which resources are transferred [13, 14].

Some of the similarity indices for link prediction based on neighbor are common
neighbor index, Jaccard’s coefficient index, Adamic–Adar index, resource allocation
index, etc. [15]. These methods are applicable in undirected network. Such methods
have been extended for directed network structure considering the in-degree and
out-degree of the nodes in the network [9]. In case of path based, some of the
similarity indices include Katz index, significant path index, effective path index,
ACT index, etc. [1]. These methods are proposed based on the global information
of the nodes. These methods are also named as a global similarity index. They are
mostly suitable in real undirected networks. Besides, it is not applicable to large
network because of computational complexity and not suitable in directed networks.
From previous studies, link prediction methods which are based on local paths gives
lower complexity, and it also provides better performances in real networks. Hence,
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we considered the local information of the nodes present in a directed network to
develop a link prediction model.

In this paper, we focus on the resources being transferred between unconnected
nodes in the network, which are likely to form links in the future. So, a link prediction
model has been designed in this paper which is mainly applied to a directed network
structure where the local topological information such as in-degree and out-degree
is considered. This proposed model has been extended from the method developed
by Shuxin Liu et.al. for directed network considering the topological information
of the nodes [14]. We consider different directed network databases collected from
various fields to perform the predictive analysis. We also consider a parameter which
adjusts the amount of resources that are transferred to the longer paths of the directed
networks. In this modified method, we also consider both the common neighbor as
well as non-common neighbors of each pair of unconnected nodes in the network.
From the simulation results, it has been shown that the modified method provides
betterAUCvalues. These results have been obtained from the comparative analysis of
the proposed method with some existing methods on the basis of various real-world
directed networks.

Theorganizationof thiswork is noted as inSect. 2; someof the existing linkpredic-
tion methods based on directed network structure and its drawbacks are discussed.
The problem description of our research work is discussed in Sect. 3. Evaluation
metrics are described in Sect. 4. The detail description of the proposed method is
given in Sect. 5. Later, the description of the database used in our experimental
analysis is illustrated in Sect. 6. Simulation results and the comparative analysis
of the proposed and existing methods are discussed in Sect. 7, and finally, Sect. 8
summarizes the conclusion along with future direction.

2 Related Work

In this section, some of the well-known link prediction methods of directed network
are given. The neighbors in directed network can be represented in two ways as
in-degree neighbor and out-degree neighbor. Some of the existing methods which
have been described below for predicting the links are mainly based on common
neighbors and the immediate neighbors of the node.

In common neighbors (CN) [15], the nodes having more common neighbors are
most probable to form future link. The prediction of such kind of links is used in
numerous fields such as social network, biological network, etc. As this method is
the simplest, it is used widely in social network and it performswell too. The directed
common neighbor index (DCN) is defined by considering out-degree of one node and
the in-degree of the other node [9]. The common neighbor is computed by taking into
consideration of the node that lies between the outgoing links of the initial node and
the incoming links of the destination node as DCN(x → y) = |�out(x) ∩ �in(y)|.
�out denotes the out-degree neighbors of the corresponding node, and �in denotes
the in-degree neighbors of the corresponding node. Resource allocation (RA) [16]
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has been inspired by the resource allocation dynamics in complex networks. This
method defines the transmission of resources from node x to y passing through their
common neighbor. The samemethod has an extended version of directed network [9]
DRA(x → y) = ∑

z∈�out(x)∩�in(y)

1
kout(z)

. Adamic–Adar (AA) [17] ismainly designed for

social network analysis, and it defines the enhancement of common neighbor index.
And this method was extended to make it applicable to directed network [9] as
DAA(x → y) = ∑

z∈�out(x)∩�in(y)

1
log kout(z)

. Preferential attachment [18] is mainly used

for generating evolving scale-free networks. For directed networks [9], this method
is defined as DPA(x → y) = |�out(x)|∗|�in(y)|. Jaccard’s coefficient [19] considers
the total number of neighbors as well as the common neighbors of the unconnected
pairs of nodes. The Jaccard’s coefficient for directed network [9] can be computed
as DJC(x → y) = |�out(x)∩�in(y)|

|�out(x)∪�in(y)| . Salton [2] estimate common neighbors and the
respective nodes degree to determine the similarity. In case of directed network
structure, this can be defined as [9] DSA(x → y) = |�out(x)∩�in(y)|√

kout(x)∗kin(y) . Sorensen [20] is
also constructed based on the common neighbors and the degree of the nodes. The
extension of this method for directed network [9] is SO(x → y) = 2|�out(x)∩�in(y)|

kout(x)+kin(y)
.

Hub promoted [21] is mainly used for quantity determination of the overlapping
pairs of substrates in the metabolic networks. This index can be extended for
directed network [9] as DHP(x → y) = |�out(x)∩�in(y)|

min{kout(x),kin(y)} . Hub depressed is exactly
the opposite of the above index. The hub depressed for directed network [9] is
DHD(x → y) = |�out(x)∩�in(y)|

max{kout(x),kin(y)} . Leicht–Holme–Newman [22] considers both the
common neighbor and their respective degrees. The extended version of this method
basedondirected network structure [9] is computed asDLH(x → y) = |�out(x)∩�in(y)|

kout(x)∗kin(y) .
Common neighbors plus preferential attachment (CN + PA) [37] is the combina-
tion of both common neighbor and preferential attachment index. This method has
extended version of the directed network structure [38] and definedmathematically as
D(CN + PA)(x → y) = |�out(x) ∩ �in(y)|+ ∈ |�out (x)|×|�in(y)|∑

z∈V (|�out(z)|+|�in(z)|)
|V |

. ERA (extended

resource allocation) [14] for undirected and unweighted network consist of all the
resources transferred between the two nodes say x and y. The main drawback in
this method is that it is applicable only in the undirected unweighted network. From
the literature survey, we determine that some of the existing methods based on the
undirected network structure have their extended version of the directed network
structure too. As this paper deals with various directed complex network structure,
we have considered only the existing methods which are suitable for the directed
network model.

3 Problem Statement

This section will describe about the propagation of resources between the uncon-
nected nodes through their common neighbors as well as non-common neighbors
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in directed network structure. The more the resource transfer among the uncon-
nected nodes, the higher the probability to form a future link between them. Let us
consider the directed network as shown in Fig. 1. In this network, there are three
pairs of nodes say (x, y), (i, j), and (k, j) which are considered to be unconnected
in the observed network. The common neighbor of (x, y) is determined by taking the
common among the out-degree of x and in-degree of y. Here, node a is the common
neighbor. Likewise, for the remaining pair of nodes such as (i, j) and (k, j), the
common neighbor of these nodes has also been determined and found that b and
c are the common neighbor. Considering the resource allocation index for directed
network, the similarity scores for the three pairs of nodes are same, but according to
the concept of resource allocation index, node x sends resource to node y through
their common neighbors as transmitters, these transmitters will acquire a unit of
resource, and it will be distributed equally to all its corresponding neighbors. So,
from Fig. 1, we can say that node (x, y) will have the high probability to form a link
in the future because there are several other ways to transfer the resources from node
a to node y via node a1 and a2 which results in receiving more resources. Here,a1
and a2 are the non-common neighbor node. Finally, we can conclude that resources
transfer through longer paths also plays a vital role in determining the similarity of
the unconnected nodes in the network.

This motivates us to modify the ERA index [14] to make it applicable to the
directed network structure. Like ERA index, we also consider the parameter for
adjusting the amount of resources that are transferred through longer paths in different
directed networks.

Fig. 1 Directed network model to show transfer of resources using directed common neighbor and
non-common neighbor



530 S. J. Devi and B. Singh

4 Evaluation Metric

Consider a directed network G(V, E), where V is the total number of vertices
and E is the total number of edges. In directed network, the in-degree of a node is
the number of edges heading toward the node, and the out-degree of a node is the
number of edges driving away from the node. Mathematically, it is represented as
�in(x) = {y|(y, x) ∈ E} and �out(x) = {y|(x, y) ∈ E}. Assume that multiple links
or loop is not allowed. Let U be the universal set of all possible links in the directed
network. It is determined as |v|(|v| − 1)where |v| denotes the set of nodes (vertices)
in the network. Since E represent the set of edges in the directed network, the number
of nonexistence links (edges) is determined as U − E . Our main aim is to find out
future link by assigning scores for each node pairs that occur in nonexistence links.
The score for each node pair will arrange in decreasing order, and the topmost pair
of nodes will be most probable for the future link. Let x and y be the two nodes in
the network. The similarity score for (x, y)will measure the probability of existence
of links between them.

To evaluate the performance of the algorithm, we divide the set of observed links
E into the ratio 90:10. This means 90% of the links will be treated as training sets
and denoted as E train and 10% of the links will be probe set, denoted as Eprobe. The
training set is known as information of links, and the probe set is mainly used for
testing the algorithms. Hence,E train ∪ Eprobe = E and E train ∩ Eprobe = ∅ [24].

In order to quantify the prediction accuracy of our proposedmethod from baseline
methods, we consider area under the receiver operating characteristic curve (AUC) as
evaluation metric. AUC evaluates the performance of the method by considering the
probability of the randomly chosenmissing links giving a higher score as comparable
to the randomly chosen nonexistent link [2]. It is defined as AUC = n′+0.5n′′

n , where
n′ indicates many a times the missing links (testing set) giving higher score and n′′
indicates many a times training and testing set have the same score in n independent
comparisons. AUC ≈ 0.5. Initially, the similarity scores are randomly generated for
both the set. Hence, if the AUC value exceeds 0.5, then it indicates the algorithm
performing better.

5 Proposed Method

Directed resource allocation defines the amount of resources transferred through
their common neighbor in a particular direction. Considering a directed network, the
common neighbor of two nodes (x, y) is evaluated by considering the out-degree
of x and in-degree of y. This indicates resources being transferred from node x and
propagates through node y via their common neighbor. Here, we assumed that the
resource transfer through their out-degree links is distributed equally. So, in case
of real-time networks, if the path between two nodes is long enough, then they are
likely to transfer more resources as the resources can be distributed equally to all the
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connected nodes. Since all real-world directed networks have different properties,
the resource transfer through longer paths will not be same. So, in order to solve this
problem, we considered some set of adjusting parameters.

In our proposed method, we considered the resource transferred through the path
length of at most three.We assumed that the resources transfer through their outgoing
links is equally distributed. Further, the nodes which received the resources are again
distributed equally to each out-going link. So, the amount of resources received by the
target node through their incoming links from a particular node differed. Therefore,
the neighbors of two unconnected nodes in different real-world directed network is
classified into two groups as directed common neighbors and directed non-common
neighbors. The proposed method is designed in the following steps.

Step1: In directed network G = (V, E), let us assume that x and y are the two
unconnected nodes where x, y ∈ V . And z ∈ {�out(x)}−{�out(x) ∩ �in(y)} denotes
the set of nodes connected by the out-going links of node x but non-commonneighbor
of node x and y. Even the non-common neighbor nodes will also play a role in our
proposed method because each out-going links from node x act as a resource carrier.
Step2: Let x, y ∈ V be the two unconnected pair of nodes. In this step, we defined the
importance of directed common neighbor in building a part of our proposed method.
Here z ∈ {�out(x) ∩ �in(y)} denotes the common neighbor between node x and y
for directed network. As resources are transferred through their common neighbor,
we defined mathematically as follows

Sdi(xy) =
∑

z∈{�out(x)∩�in(y)}

1 + σ.Nz→y

kout(z)
(1)

where Nz→y represent the number of common neighbors of node z and node y. It
is expressed mathematically as Nz→y = |�out(z) ∩ �in(y)|. σ is the set of adjusting
parameter, and kout(z) indicates the number of out-degree of node z.

Step3: Let x, y ∈ V be the two unconnected pair of nodes. In this step, we
defined the importance of directed non-common neighbor in building a part of our
proposed method. Here, z ∈ {�out(x)} − {�out (x) ∩ �in(y)} denote the neighbor of
node x but non-common neighbor of node x and y. The total amount of resources
which are transferred through non-common neighbor in directed network is defined
mathematically as follows

S′
di (xy) =

∑

z∈{�out (x)}−{�out (x)∩�in(y)}

σ.Nz→y

kout (z)
(2)

Here, our proposed methods consider the path length of exactly three.

Step 4: This step computes the formation of a link between the unconnected nodes
present in the network. The proposed link prediction method performed prediction
of the link on the basis of resource transferred, including common neighbors as well
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non-common neighbors. The probability of predicting links between two nodes in
the directed complex network is represented as

MRAdi(xy) = Sdi(xy) + S′
di(xy) =

∑

z∈{�out(x)∩�in(y)}

1 + σ.Nz→y

kout(z)

+
∑

z∈{�out(x)}−{�out(x)∩�in(y)}

σ.Nz→y

kout(z)
(3)

where values of σ can be greater than or equal to zero. The proposed method will act
same as directed resource allocation index if σ = 0. For analyzing the performance
of the proposedmethod, 11 existing similarity methods for link prediction in directed
complex network has been considered, and the performance of these methods has
been compared with the proposed method based on the AUC values.

6 Databases

The analysis of the link prediction performance is done on the basis of 12 real
complex network datasets which are collected from different fields. The details of
the real-world database are as follows:

ModMath_directed [25] network represents friendships among superintendents
of school in Allegheny County (Pennsylvania, USA). World_trade [26] network
represents a trade of “trade miscellaneous manufactures of metal”, among 80 coun-
tries which show high technology along with machinery. Sampson’s monastery
[27] network represents social interactions between organization of men (novices)
getting ready to join a New England monastery, as surveyed by Samuel F.
Small_and_Griffith_Garfield [28] network represents citations among the scientific
publications, determined from the Web of Science database. SanJuanSur_Turrialba
[25] denotes the visiting relationships of two networks among the families resided
in the Attiro and San Juan Sur neighborhoods in the Turrialba region of Costa Rica.
Centrality_literature [29] is citations network form among the published papers
based on the subject of centrality scores of the network. Flying_teams [25] network
shows preference for the co-pilots among the cadets at a US Army Air Force
(USAAF). Mixed.species_brain_1 [30] network shows the interactions among the
cortical regions of the cat brain, as measured by tract studies. C.elegans neurons [31]
network shows the interactions of neural of the Caenorhabditiselegans nematode.
Political blogs [32] represent a directed network of hyperlinks among weblogs based
on US politics, which was documented by Glance and Adamic in 2005. Product
co-purchasing (Amazon network) [32] e-commerce networks is mainly built on
customers purchasing the items to purchase Amazon Web site’s feature. Suppose, if
the item p is frequently co-purchased another item q, formerly the network has an
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Table 1 Properties for networks

Network |V | |E | k d kin(max) kout(max) C

ModMath 43 179 4.1628 2.6436 16 11 0.1596

World_Trade 89 1012 11.3708 1.7472 21 77 0.6758

SampSon 32 381 11.9062 1.4400 30 24 0.5928

SmaGri 642 4926 7.6729 2.6063 172 983 0.4002

San 82 478 5.8293 2.4545 23 8 0.2288

Central 132 615 4.6591 2.3831 30 65 0.3345

Flying Team 51 355 6.9608 1.8869 16 16 0.3654

Mixed 65 1139 17.5231 1.6995 40 44 0.6613

Celegans 297 2359 7.9428 2.4553 139 39 0.2923

Polblogs 1018 7748 7.6110 2.8722 218 138 0.1958

Amazon 405 2998 7.4025 4.0020 54 10 0.5676

Email 960 7879 8.2073 3.2944 88 125 0.2026

edge directed to q from p. Communication network (email-EuAll) [32] was gener-
ated from a large European institution for research. For certain period of time, infor-
mation regarding the outgoing and incoming email of the research institution was
anonymized.

The properties of the different real-world networks are given inTable 1. The values
given in the table are combined together to identify the complexity of the network.
These values can be utilized to recognize the structural properties of the network
[33]. This includes the properties of 12 real directed complex networks located from
different fields. |V | indicates the total nodes present in the network. |E | denotes
the total number of edges present in the network. k represent the average degree
of the network and d represent the average shortest distance of a pair of nodes in
the network. kin(max) and kout(max) are the maximum in-degree and out-degree of
nodes present in the network. C denotes the clustering coefficient w.r.t. the network.

7 Simulation Analysis

7.1 Comparative Analysis of the Existing Methods
and Proposed Method

The implementation of the proposed method and existing methods has been done on
a Windows 10 operating system with 12 GB RAM using the Python 2.7 platform.
The performance analysis of the existing methods as well as our proposed method is
done on the basis of AUC. The experimental analysis based on AUC with different
σ values is performed on 12 real networks. The value of σ is taken in the range
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of 0 to 1 with a difference of 0.05. The value of AUC is obtained by taking the
average of 20 iterations for each method based on independent division of E train and
Eprobe. From Fig. 2, it is clear that in 12 real networks, there is a variation of AUC
value corresponding to each σ value. The highest AUC value obtained within the
range of 0 to 1 of σ values is considered to be the ideal solution for that network.
When σ = 0, our proposed index behaves exactly like directed resource allocation
(DRA) index. It is shown clearly in Fig. 2 that there is an increase in the AUC value
when σ > 0. In case of mixed and Celegans network there is a decrease in the AUC
value after reaching a certain point. But in almost all the network, there is not much
variation between each AUC value for σ > 0. For the network San and Amazon,
the AUC values are almost stable. These analyses proved that our proposed index
is more effective as compared to the DRA index. Finally, we can say that not only
immediate neighbor plays important role in link prediction, but also longer paths
plays an important role, and it is much more effective than the immediate neighbors.

Table 2 presents the AUC values of 11 existing directed link prediction methods
and the proposed method. For each network, the method which provides high AUC
value is highlighted in bold. From the table, we can see that in all the 12 real
networks, our proposed method (MRA) gives highest AUC values. Existing methods
give low AUC value than our proposed method because the existing directed link
prediction methods focus only on the immediate neighbors, whereas our proposed
model considers immediate neighbors as well as neighbors which lie at longer
path. As existing methods consider only the immediate neighbors, it does not show
the importance of the nodes which lie at longer paths. But our proposed methods
solved this problem by considering a longer path length of less than or equal to
three (at most three). The difference in the path length makes the difference in the
AUC value between existing methods and proposed method. Among the existing
methods, directed resource allocation (DRA) and direct Adamic–Adar (DAA) are
more competitive. Next, we can say that directed preferential attachment (DPA) and
directed Jaccard’s coefficient (DJC), which is the simplest among these existing
methods are also competitive. However, our proposed method (MRA) performed
better than DRA in all the real network, and it is shown in Fig. 3. In Fig. 3, the differ-
ence in AUC results obtained by DRA and MRA based on 12 real-time networks
is given as follows: ModMath network (+0.113), World Trade (+0.056), SampSon
(+0.059), SmaGri (+0.057), San (+0.026), Central (+0.074), Flying Team (+0.086),
Mixed (+0.035), Celegans (+0.016), Polblogs (+0.076),Amazon (+0.020), andEmail
(+0.024). The positive sign implies that the MRAAUC value is higher than the DRA
AUC value. Comparison is done with a DRA index because our proposed index is
based on this existing method, and Fig. 4 shows the comparative analysis of existing
methods.
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Fig. 2 Simulation results of MRA index based on AUC metric considering 12 real networks with
11 different values for σ
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Fig. 2 (continued)

7.2 Comparative Analysis of Various Existing Directed Link
Prediction Methods

This section mainly deals with the existing directed link prediction methods. We
have considered 11 existing methods which are applicable only to directed network
and determine their AUC values on the basis of various directed networks.

From Fig. 4, it has been clearly shown that none of the existingmethods work well
on all the networks. DJC works well on ModMath, and Mixed. D(CN + PA) works
well in SampSon and SmaGri network. DAA provides acceptable performance in
the network such as San, Celegans, and Amazon. For the network such as Flying
Team and Email, DRA provides best performance. For World Trade network, DHP
provides above0.9AUCvalue,whereasDHDprovides best performance for Polblogs
network, and lastly for Central network, DPA provides the best performance. The
AUC value obtained by the methods which acquire the best performance is above
0.80 except for Flying Team which is above 0.75. In final comparison, D(CN + PA)
provides better AUC values than DCN and DPA in almost all the network. From the
analysis of the existing methods, we can conclude that different methods are suitable
for different types of network.
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Fig. 3 Comparison of AUC values for DRA method and MRA method based on 12 real networks

Fig. 4 Illustration of existing directed link prediction methods based on AUC values

8 Conclusion

Wefound that the topological information of a network plays amajor role in executing
a link prediction task. The proposed modified resource allocation (MRA) method
for predicting links in a directed complex network considered the path length of
at most three between two unconnected nodes in order to perform link prediction
task. This method computes common neighbor as well as non-common neighbor for
each pair of unconnected nodes, say (i, j), in the network by considering outgoing
neighbors and incoming neighbors. For each node z in the set of common neighbors
as well as non-common neighbors, we further calculate the common neighbors of
(z, j). This is the main difference in topological information about our proposed
modified resource allocation (MRA) method and existing link prediction methods.
Each outgoing link carries an equal amount of resources from the initial node and
transfer through the outgoing links of the intermediate nodes, and the resource has
been distributed equally to all the adjacent nodes. Finally, the incoming links of the
destination nodes will collect the resources coming from different incoming links.
The experimental analysis of our proposed modified resource allocation (MRA)
method is performed on 12 real networks based on area under the receiver operating
characteristic curve (AUC) values considering a set of adjusting parameters σ . The
adjusting parameter is taken in the range of 0 to 1 with a difference of 0.05, and
these parameters help to find an ideal solution in various types of networks. When
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the values of the adjusting parameters (σ ) increase, the AUC values also increase
to a certain point. Once they reach at a certain point, it either becomes stable or
there is a decrease in the AUC values. We choose the most desirable solution of our
proposed model from the results given by the set of adjusting parameters. We have
seen that our proposed modified resource allocation (MRA) method performs better
and achieved good accuracy as compared to the existing link prediction methods.
This is mainly due to themain differences between the topological information that is
considered in our proposed MRA index and the existing methods. Further, we have
also included a comparative analysis of only the existing methods to understand
the difference in their performance according to types of network. Hence, from the
comparative analysis of the proposed method and existing method, we can wind up
that our proposed method is muchmore effective, and it is applicable to various other
networks mainly in large real networks. In future direction, we can develop a link
prediction model for weighted network structure considering the longer path length.
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Energy-Efficient VM Management
in OpenStack-Based Private Cloud

P. K. Prameela, Priyanka Gadagi, Revathi Gudi, Somashekar Patil,
and D. G. Narayan

Abstract The increase in usage of cloud data centers in recent years has led to
high utilization of resources. Allocating of new virtual machines (VMs), disabling
of existing hosts, and existing VM being removed are the reasons due to which the
resource utilization in data centers vary over time. For efficient resource utilization,
detection of the host’s load using prediction techniques is an important issue. Further-
more, host load detection enhances the scheduling which results in higher utilization
of the compute, network, and storage resources. Default scheduler in OpenStack
uses a worst fit algorithm for VM allocation which leaves large fragments of RAM
in compute nodes. In this work, VMs are scheduled based on user request using
modified best fit algorithm depending on the prediction results that minimize the
unnecessary large fragments of RAM in compute nodes. The prediction of host
load is carried out using machine learning and statistical models. Furthermore, as a
part of continuous resource monitoring and server consolidation, load balancing is
performed based on the prediction result to balance the load on all servers. This helps
in the energy-efficient consolidation to optimize energy consumption of hosts. We
conduct the experimentation of proposed work using OpenStack based cloud testbed
in amulti-node environment. Experimental results show thatmachine learningmodel
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LSTM and the statistical ARIMA model give comparatively good results for Plan-
etLab CPU trace data set. Also, the results reveal that the load among the servers is
fairly distributed, and there is a significant improvement in energy saving.

Keywords OpenStack · LSTM · ARIMA · Resource scheduling · Energy
efficiency

1 Introduction

Cloud computing is a distributed computing paradigm which delivers computing
services on demand like processing power for computing, applications, and storage
mainly over the Internet on the basis of pay-as-you-go method. Resources in the
cloud can be provisioned rapidly and can be released with less management effort.
Cloud computing depends on sharing of resources to achieve consistency. Cloud
computing mainly comprises three types of service models: Software as a Service
(SaaS), Infrastructure as a Service (IaaS) and Platform as a Service (Paas). Cloud
consumers can easily utilize the resources without the need to physically install
them. We have several advantages by opting cloud resources as it reduces the capital
expenses, enhances speed where vast amount of computing resources can be provi-
sioned within minutes, improves performance as it reduces the latency, and reliable
as it ensures disaster recovery and data backup; with the help of cloud computing it
is possible to create cloud-native applications, test and build the applications, store
huge amount of data, and deliver software on demand.

In recent years, resource utilization in the data center network has become an
important research issue because it is very dynamic in nature. New VMs and/or
hosts are created; existing hosts/VMs are removed due to failure. Various cloud
resources are used to enhance the performance. The three major resources in cloud
data centers are compute, storage, and network, and these resources need to be
managed in the most efficient way. This requires VMs and hosts to reorganize to
provide a better resource utilization and lower SLA volition, hence making dynamic
resource provision a challenge. In this work, we propose a pre-step for dynamic
resource provisioning by using prediction models. Machine learning techniques and
statistical models are implemented to check their performance against PlanetLab
datasets and real data. Reduction in the energy usage can be achieved by dynamic
VM consolidation. The VMs residing in physical servers can be migrated to other
servers, and this can be switched to sleep mode or can be turned off. This results in
saving a huge amount of energy consumption by the servers in idle or standby state.

The contributions of this paper are:

1. We used prediction techniques to estimate the load on compute nodes.
2. We designed a resource management algorithm for energy-efficient VM

management by performing load balancing and server consolidation.
3. We carried out the evaluation of the proposed technique using OpenStack-based

testbed.
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The remaining sections of this paper are organized in this manner: After the
introduction, the next sectiondiscusses the literature surveydone.Themajor elements
of proposed work, operations of each along with flowchart, and algorithms are given
in Sect. 3. Section 4 discusses and analyzes the results, taking different scenarios into
account. Section 5 gives the conclusion of the paper along with the view for future
work.

2 Background Study

2.1 Related Work

Over the decades, significant research in data centers regarding resource manage-
ment and allocating VM during user requests has been noticed. To generate
optimal computing resource utilization and energy consumption, several over-
loaded/underloaded host detection algorithms have been proposed. Authors
in [1] have proposed energy-efficient consolidation which sets a benchmark.
The*framework is configured with the OpenStack multi-node configuration, and
dynamic VM consolidation is performed which results in nearly 33% energy saving.
Authors in [2] have proposed a host load detection algorithm, a new VM place-
ment algorithm which is based on a proposed robust simple linear regression predic-
tion model. The experiment results show that they have successfully reduced SLA
violation by 99.16% and also energy consumption by 25.43% for the workload.

Authors in [3] have proposed work with a multi-objective optimization formula-
tion for server-side energy saving and time tomigrate virtualmachineswhich is intro-
duced. Further, their results show that two-stage greedy heuristic algorithms consume
around 57.6 KJ while DRS and base consume 64.8 and 83 KJ, respectively. Authors
in [4] inspired by host susceptibility and symbiotic coefficient among symbionts
have designed two heuristics that are proposed for better resource utilization via VM
consolidations. The experimental results show that average ESV by the proposed
methodology is 14–92% lower than that of other benchmarking mechanisms over
ten simulated days.

In [5], authors have proposed a classification model based on multiple parameters
like current workload, memory, and CPU utilization of the hosts using machine
learning. Further, the decision is used by the proposed scheduler to implement the best
fit algorithm. The result of the experiment shows that underlying resources are being
utilized efficiently by the proposed algorithmwhen compared to the default scheduler.
Authors in [6] have proposed a SLA-aware resource-scheduling strategy to provide
gain to cloud customers as well as service providers. The result of experiments using
real-timemulti-node setup shows the effective usage of resources. Authors in [7] have
proposed dynamic live VM migration which determines the best way for migration
of VMs from an overloaded host to an underloaded host. The experimental results



544 P. K. Prameela et al.

show that there is a fair distribution of load and the advantage of energy-efficient
VM consolidation which results in up to 15% energy savings.

In [8], authors provide the critical analysis on the basis of research on energy-
efficient dynamic allocation of virtual machines to hosts in a data center as per
variable workload demands of different applications running on VMs. The goal of
the paper is to enhance the overall utilization of computing resources. Authors in
[9] have proposed energy-aware and maintaining QoS with efficient management of
cloud computing environments. The results show that there is enhancement of energy
efficiency under dynamic workload. Authors in [10] have made use of methods from
the theory of robust optimization to measure the effects of uncertainty observed in
modern data centers. The results reveal that by using the model, higher total energy
consumption can be calculated by cloud operators while migrating the VMs.

In [11], authors have implemented an energy-efficient resource management
system for virtualized cloud data centers which will reduce the operational costs
and promise to provide required Quality of Service (QoS). Continuous consolida-
tion helps in saving the energy. The results of the paper show that the techniques put
forward bring considerable savings in the energy and ensure QoS. In [12], authors
have proposed an approximateMDP-based dynamicVMmanagementmethodwhich
is called MadVM. They have proved that convergence in MadVMwith maximum of
two times the idealmigration cost. The results show that the proposed systemarchives
remarkable performance reap over existing approaches in power consumption.

Authors in [13] have come up with an approach named dynamic switching prob-
ability (DSP). They have balanced the exploration of global search. The paper
claims to outperform the first fit decreasing with 24.9% enhancing the environmental
sustainability. Work of authors in [14] is mainly focused on the factors for consol-
idation like power, CPU, and networking resource sharing. They have proposed
virtual machines’ performance with different specifications. Authors in [15] have
proposed different techniques in scheduling known as network-aware scheduling
and mapping of different management objectives to the controller which handles
resource allocation to achieve management objectives.

2.2 OpenStack Architecture

OpenStack is a cloud operating systemwhich is used for cloud deployment. It is a set
of software tools for building andmanaging cloud resources. Complete infrastructure
can be built with the help of OpenStack. It is used to control a large pool of compute,
storage, and networking resources. It also acts as a development environment and
testing environment where we can run instances on these environments. It basically
provides a platform on which we can build our own application and infrastructure.

Figure 1 shows the three independent parts of the OpenStack architecture called
the OpenStack services: compute service, the networking service, and the storage
service.
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Fig. 1 OpenStack architecture

Compute Service: The compute service manages pools of computer resources and
works with virtualization technologies. It is also called NOVA which acts like the
brain of OpenStack. It is used to manage numerous virtual machines and other
instances that handle various computing tasks.

Networking Service: The networking service is also known as the Neutron and has
networking capability like managing networks and IP addresses for OpenStack. It
allows users to create their own networks and connect devices and servers to one
or more networks. Communication on neutron is through ports, different ports are
defined, and the VM requests are listened to on each port.

Storage Service: Storage is used to manage a set of well-defined remotely accessed
APIs. The main services provided are storage, backup, and document sharing. Three
types of storage services are object storage also known as swift, block storage also
known as cinder, and shared file system.

Scheduling in OpenStack: The NOVA component is responsible for storing,
retrieving images from glance, and running the instances. NOVA-scheduler is one
of the components of NOVA that determines on which host/compute the partic-
ular instance should be made to run on. The requests for computing instances are
dispatched using the NOVA-scheduler by the compute service in OpenStack. The
scheduler driver is by default configured as a filtered scheduler.

There are basically three types of schedulers: simple, chance, and filter.

Simple scheduler: The host with least available load is considered.
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Chance scheduler: The characteristics are not considered, and it chooses randomly
among all the compute nodes.

Filter scheduler: There are nearly 14 types of filters available that can be applied
to filter the hosts to get eligible hosts. The default scheduler applies some filters to
get the eligible hosts, and these hosts should meet the conditions as imposed by the
filters such as

Availability zone: A random host within the availability zone is selected.

Compute filter: It checks whether the compute can service the request.

Compute capability filter: It checks whether the instance specifications can be
satisfied by the compute.

There are other filters applied on hosts before scheduling. Administrators can
configure or discard any of the filters, and this option ismade available byOpenStack.
Among the eligible hosts, the most suitable host is selected to launch the new VM
requested. This procedure is done mainly in two steps filtering and weighing.

Filtering—Internally, the get_filtered_hosts() function returns hosts after filtering,
and the list contains the ones passing the filters and by eliminating the ones which
cannot accommodate this instance.

Weighing—The function get_weighed_hosts() performs weighing of the filtered
hosts with regard to the weights which are set by the weigh handler. The host with
the highest available memory is chosen.

The existing scheduler depends on a weighing strategy based on only RAM, and
it does not consider the dynamic workload characteristics of the host. Hence, there is
a need for a new strategy which takes into consideration the workload on the hosts.

3 Proposed System

The compelling factors in providing cloud resources are the cost of resource alloca-
tion and optimal energy consumption. Energy consumption depends on multiple
factors like service-level agreement, workload, etc. The two main objectives of
system are VM scheduling and server consolidation of servers. System ensures the
schedule of the VM requested by the user and also consolidates all the servers as
a way to balance the load on these servers. The following section describes the
proposed system model, implementation methodology, and the different modules of
the systems along with supporting algorithms used to implement these modules.

Figure 2 shows the proposed system model. Whenever the request for a new
virtual machine is received, the data is fetched and fed to the prediction model which
predicts the state of eligible hosts. Based on the prediction, VM is scheduled using
the best fit strategy. Continuous resource management is done by capturing resource
utilization of all servers followed by server consolidation, and load balancing is done
if the state of host is overloaded and underloaded, respectively.
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Fig. 2 Proposed system model

3.1 Modules

In this subsection, we discuss the major modules. There are three modules in our
proposed system namely load prediction, VM scheduling, and server consolidation.
These are described as follows.

Load Prediction

Analyzing resource utilization primarily deals with deploying multi-node setup in
the system. In our multi-node setup, there are five compute nodes where VMs can
be launched based on user specifications. We have considered CPU utilization as a
parameter for describing load on the server. We have taken history data for one day
that consists of 144 values fetched for every 10 min. A model is chosen based on
its performance analysis and is trained based on history data/training data. While
scheduling the requested VM, the present data of CPU utilization is fetched and is
appended to the training data, and the future load on each server is predicted using
the built model. LSTM and ARIMA are tested for their performance on PlanetLab
datasets and real data. ARIMA gave better results in terms of efficiency and RMSE
compared to LSTM. Hence, ARIMA is chosen for load prediction of servers.

VM Scheduling

After predicting the load of filtered hosts, we get the states of hosts in terms of
overloaded, normal loaded, or underloaded. Further the requested VM is scheduled
on the host which is normal loaded. Suppose at a particular instance of time, the load
on all the servers is zero, then the scheduling is performed considering RAM as a
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parameter to select the target host. Modified best fit technique is implemented for
VM scheduling in the latter case if all the hosts underloaded.

Server Consolidation

Server consolidation is the process where the VMs from the underloaded hosts and
normal loaded hosts are migrated to normal loaded hosts. This is an approach to
ensure efficient usage of servers by reducing the energy being consumed by the
servers. For every 10 min, load on the host machine is predicted, and the VMs from
overloaded host machines are migrated to the target host in order to achieve load
balancing and the servers which are underloaded are powered off by migrating all
the instances from this host to other hosts.

3.2 Algorithms

Algorithms for modules discussed above are given below.
Module 1: The first module explains about the classification of servers based

on their CPU utilization. Two thresholds are set to classify servers as under-
loaded, normal loaded, and overloaded hosts. It also explains about the filtering
of hosts. Whenever there arrives a VM request, the hosts are filtered based on RAM
specification. The algorithms are given below.
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Module 1 Algorithm 1 

Algorithm 1: Host StateDetection

Input: Host’s CPU utilization, upper threshold=80 and lower threshold =20
Output: X<- State of Host

Begin
if CPU_Util<lower_threshold then

X<-Underloaded
else if CPU_Util>Upper_threshold then

X<-Overloaded
else

X<-Normal Loaded
end if
return X

end Begin

Module 1 Algorithm 2

Algorithm 2: Host Filtering Module

Input: User Requirements, host_List [ ],input_ ram
Output: Filtered host_List[ ]
Begin
for each host in host_List do:

if host satisfy User Requirements then do:
if vcpu>0 then do:

if free_ram_available>input_ram then do:
Filtered hostlist = host

else:
Filtered host

end if 
end if

end if 
end for
end begin

Module 2 explains about the prediction of future load of each filtered host andVM
scheduling. Based on the predicted load, the host is decided as either underloaded,
normal loaded, or overloaded. After prediction, the specified VM will be scheduled
on a normal loaded host. Suppose if no normal loaded host is formed, then it will
be scheduled on an underloaded host. And if all hosts are underloaded, then the host
with less available RAM will be allocated with the VM.
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Module 2 Algorithm  

Algorithm 3: Load prediction and Scheduling

Input:  Filtered host_List, CPU utilization and number of VMs present in each host
Output: State of host
Begin

for each host in Filtered host_List  do
Fetch the current parameters of Host
Predict the Host state with model

if (state ==normal)
desiredHost<-host
else if(state==underloaded and state==empty)
desiredHost<-host 
 end for 
 if desiredHost not found then 
select host with less available RAM 
desiredHost<-host 
 Schedule VM on desired host 
End Begin 

Module 3 is load balancing and VM consolidation. This module consists of two
main conditions namely energy-efficient migration and load balancing.

Module 3 Algorithm 

Algorithm4:  Energy Efficient Migration and Load Balancing

Input:  Resource utilization of Host ,Host_List[] 
Output:  Consolidation and Load Balancing

Begin
If (Host_util<Lower Threshold)

Live Migrate the VMs to available hosts if any
Turnoff the host
XUnderloaded
else if  (Host_util>Upper Threshold)
For each item in VMList

Cpu_util.append(cpu utilization of item)
end for
maxvm=VM with maximum cpu utilization
for each host in Host_List

if(available_RAM>= maxvm_RAM and VCPU>0)
Sum_CPU<-host_CPU +maxvm_CPU
Predict the state of host with sum_CPU
if (state!=overloaded)
Migrate the maxvm to this host

else
Continue

endif
endif
endfor
endif

End Begin
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Algorithm 4 helps in reduced energy consumption. This is achieved by migrating
all the VMs which belong to underloaded hosts to other suitable hosts, and the
underloaded host is powered off. This also ensures that the hosts to which these
instances/VMs are migrated will not be overloaded. And the load on each host
machine is balanced where we have considered the number of vCPUs and RAM
as our parameters. VMs with maximum CPU utilization of overloaded hosts are
considered as eligible for migrating on other host machine which has equal or more
number of vCPUs and RAM availability.

The power consumption of a single physical machine is expressed as

pserver = pactive + pdynamic(Utilcpu).

where pserver is the total power consumed by the server, pdynamic is the dynamic
power consumption of the CPU, (Utilcpu) is the average CPU utilization, and pactive
is the power consumption when the CPU is idle. A physical machine in standby
mode consumes pstandby, meanwhile, an active physical machine consumes pactive
in addition to the power consumed by each virtual machine hosted by that physical
machine pvm.

4 Results and Discussions

4.1 Experimental Setup

The multi-node testbed setup has the following components: one controller, one
neutron, and five compute nodes. Controller node supplies and manages services
like API, scheduling, and load balancing of the cloud. And it controls workflows like
scheduling and load balancing. The virtual networking and networking services to
NOVA instances are provided by neutron node using the neutron layer 3 and DHCP
network services. It also assigns IP addresses and proxy addresses. Table 1 shows

Table 1 Specifications of the five compute nodes

Nodes IP address RAM (GB) Disk (GB) VCPUs

Controller 192.168.31.2 4 50 2

Neutron 192.168.31.3 2 50 2

Compute 01 192.168.31.4 4 50 2

Compute 02 192.168.31.5 8 50 2

Compute 03 192.168.31.6 8 50 4

Compute 04 192.168.31.7 8 50 8

Compute 05 192.168.31.8 8 50 8
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the specifications of the five compute nodes in terms of RAM, disk, and VCPUs. In
the following testbed, compute nodes 1, 2, 3, 4, and 5 have the same RAM and disk
size. This setup is being built on OpenStack.

4.2 Prediction Result Analysis

We collected the data from our test node. CPU traces are collected from our test node
for every 10 min. The data collected is stored in a history file. Prediction of future
load on the host with the given present load is the first aim, and the present load is
appended to history values. After predicting the load on the host machine, the file is
saved by appending the present data and by popping the first CPU utilization.

As mentioned earlier, ARIMA and LSTM techniques are considered as predic-
tive techniques to predict the future load on the servers. The performance of both
techniques is analyzed by implementing these techniques on two datasets of Plan-
etLab and real dataset. The values for real dataset is fetched from the “ceilometer”
component that is present in our OpenStack setup. Ceilometer keeps track of the
VMs that are up and the amount of time each service on the VM is being used. It
keeps a meter running which runs every time when you avail a service or every time
a VM is running. The one with highest accuracy and which takes less execution time
is chosen for predicting load on hosts.

Figure 3 shows the performance of ARIMA and LSTM algorithms on three
datasets. The three datasets are PlanetLab01, PlanetLab02, and realdata. For Plan-
etLab01 dataset, accuracy obtained by implementing ARIMA is 91.64%, whereas

Fig. 3 Prediction result for PlanetLab01, PlanetLab02, and real datasets
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for LSTM, it is 91.33% which are almost equal to each other. And the accuracies
obtained for PlanetLab02 are 89.8% and 86.35%, respectively. Real dataset achieved
an accuracy of 93.877% for ARIMA and 88.88% for LSTM. From the above results,
it is clear that ARIMA achieved the highest accuracy when compared to LSTM.
Apart from comparing the results on the basis of accuracy, we also measured the
execution time for each algorithm. Execution time for both ARIMA and LSTM was
calculated on a real dataset. ARIMA took 2.56 s to build the model for prediction,
whereas LSTM took 10.37 s. Execution time had a noticeable difference in their
output. Hence, ARIMA is befitting for predicting the load on servers in terms of
execution time and accuracy.

4.3 Scheduling Result Analysis

Scheduling is carried out in two ways.

1. According to the load present on each server.
2. Based on availability of RAM.

The first one is performed when there is sufficient load on servers. The second
one is performed when at a particular instance of time the load present on all servers
is zero.

Figure 4 shows the load on each compute node. Here, the compute 1 and 2 are
in standby mode, i.e., they are not running. Based on the thresholds considered
according to the algorithms, compute 3 is in underloaded state, whereas compute 4
and compute 5 are in normal loaded state. We now consider an example of getting
a VM request for 2 GB RAM. After filtering the hosts based on RAM according to
the proposed algorithm 2, compute 3, 4, and 5 are eligible for VM allocation.

Fig. 4 Scheduling new request based on load
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Fig. 5 Scheduling new request based on RAM

In this case, since compute 4 and 5 are normal loaded and the first available
compute/host is compute 4, VM will be launched on compute 4.

Figure 5 shows theRAMoccupied by each compute node.Here, again the compute
1 and compute 2 are in standby mode. Total RAM of compute 3, 4, and 5 are 7.8 GB
each. RAM occupied by compute 3, compute 4, and compute 5 are 4.5 GB, 5.5 GB,
and 4.5GB, respectively.AvailableRAMis 3.3GB, 2.3GB, and 3.3GB, respectively.
We now consider an example of getting a VM request of 2 GB RAM. After filtering
the hosts based on RAM, compute 3, 4, and 5 are eligible for VM allocation. In this
case, VM allocation is implemented using modified best fit scheduling as proposed
in Algorithm 3. Compute 3 will leave a fragment of 1.3 GB, compute 4 will leave
a fragment of 0.3 GB, and compute 5 will leave a fragment of 1.3 GB. As the
algorithm considers the host that has less available RAM to avoid the generation of
large fragments, the requested VM will be launched in compute 4.

4.4 Load Balancing Result Analysis

Figure 6 shows the comparison of energy consumption (W) byVMs of each host with
respect to the default algorithm which uses the worst fit algorithm versus proposed
algorithm which uses modified best fit algorithm. Worst fit algorithm has a major
drawback of having large fragments after allocating the resources demanded by the
user, whereas the modified best fit algorithm ensures to have smaller fragments so
that the storage is used efficiently. It was predicted that compute 2 was an under-
loaded host. Hence, after performing the proposed algorithm, the instances from
compute 2 were migrated to compute 4 and compute 2 which were powered off. And
compute 5 was predicted as an overloaded host, and therefore based on the proposed
algorithm, some of the instances were chosen to migrate to target hosts. High energy
consumption of compute nodes is observed by the usage of the default algorithm
of OpenStack and the inclusion of proposed algorithm resulted in less and optimal
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Fig. 6 Energy consumption using default algorithm and proposed algorithm

energy consumption. Hence, the energy consumption of the ideal server is reduced
by switching it off.

5 Conclusion and Future Scope

Energy-saving problems are considered to be important for cloud service providers
due to the current growth in size of data centers. Opportunities for energy saving are
provided by the development of virtualization technologies. In this paper, we present
a framework for managing and controlling virtual machines placement on physical
servers to reduce the energy consumed by data centers. A vital role in utilization of
resources in the data centers is played byVMconsolidation by applying dynamic live
VM migration. Worst fit algorithm is used by OpenStack as the default scheduling
strategy,which does not indulge in efficient utilization of underlying resources.When
examined, NOVA-schedulers of NOVA components use the first fit strategy for live
VM migration, and there is no consideration of different dynamic characteristics of
the VM to be migrated and the host. From the obtained results, it can be concluded
that our proposed system provides an efficient usage of the underlying resources
when compared to the existing one. Fair distribution of the resources of CPU and
RAM is observed. 10–15% of the overall consumption is reduced by performing
energy-efficient consolidation.

As future work, we ploy to appraise the load of compute servers over a period of
time using the transfer learning technique and propose an energy-efficient VM and
cluster migration mechanism with a minimized load within the server.
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Intelligent Transportation System:
The Applicability of Reinforcement
Learning Algorithms and Models

S. P. Krishnendhu and Prabu Mohandas

Abstract Nowadays, many research works that associate real-time data widely use
an unsupervised artificial intelligence (AI) technique, namely reinforcement learning
(RL). Its fast adaptiveness to the dynamicity drags the attention of researchers who
works in real-time traffic signal control systems. The scope of RL in most of the
research problems remains remarkable with its peculiar characteristics. This paper
reviews the basic concepts of RL, along with RL algorithms and models with an
emphasis on traffic signal control (TSC). TSC is one among the trending applications
of RL. Traffic congestion control with less human intervention is a challenging task
of the intelligent transportation system (ITS). It not only helps traffic managers to
get a grip over the traffic operation situation and analyze congestion, but also assists
travelers to avoid congestion.Considering its significance,we have chosenTSCas the
basis to explain the RL algorithms and models presented in this paper. In addition to
such a comprehensive review, we have also provided a list of open challenges which
when addressed can take the research in this area to considerable heights.

Keywords Traffic signal control · Reinforcement learning · Intelligent
transportation system · Artificial intelligence · Supervised learning

1 Introduction

Traffic congestion has become an annoying and a complicated issue in most of the
urban areas. A smart and efficient traffic controlling mechanism is the solution to this
problem. Moreover, such a system can provide abundant advantages such as smooth
traffic flow, and reducing unwanted waiting time in traffic junctions. Better managing
of traffic at bottleneck junctions is essential as the traffic demands rise, failure in
which is sure to cause congestions. Congestion canmostly occur in a junction if most
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of the vehicles are waiting for the signal to turn green. Unfortunately, the current
traffic systems fail to consider real-time parameters that affect traffic congestion.

Thus, many research works are ongoing in traffic regulatory systems to avoid the
challenge of traffic congestion. The automation of traffic regulatory systems is related
to many fields such as image processing (IP), machine learning (ML), and Internet
of things (IoT). Previously, traffic signal control (TSC) models did not significantly
address the inconveniences caused by over-saturation, delays due to unexpected
events, and climate change. Data collected from traffic networks at different times
were used to control green signals based on the Webster formula [1]. However, they
were not adequate to control the fast-moving traffic. Scientific and technical studies
that are consistent with the fact that queue size plays a vital role in traffic control [2–4]
have also failed to address green-signal vegetate, cross-blocking, and occlusion.

Nowadays, the world is witnessing a few exciting research pieces that strive to
automate an optimized traffic signal that overcomes the shortcoming of existing
ones by considering all the real-time facts learned from the system’s surroundings,
including the driver behavior [5]. The research in traffic automation is fastened right
from the introduction of Reinforcement Learning (RL). However, utilizing RL, the
traffic regulatory system can be modified in an effective way such as the green
light duration is shortened or lengthened, or even skipped according to the dynamic
traffic conditions [6]. RL is highly adaptable to the dynamicity of traffic conditions
irrespective of the time. This peculiar property increases the possibility of producing
such a system in real.

Figure1 shows the typical framework of an RL scenario. Here, an agent takes
action (say A) in an environment. This action is interpreted into a reward (say R)
and a representation of the state (say S). The result is fed back into the agent. The
main problem arises in deciding an algorithm that suits the current situation. One
must have a clear idea of the algorithms to select an appropriate one for the case
under study. Also, when RL algorithms utilize the advantages of other techniques,
the results obtained are mindblowing.

This paper focuses on different RL algorithms. The discussion introduces some of
thewell-known algorithms and familiarizes the environmentswhere these algorithms
can be used. The paper also addresses the advantages and disadvantages of algorithms
under consideration.

The study is organized as follows. Section2 focuses on the preliminary knowledge
of the RL algorithms. Section3 provides a foundation to lay a better understanding
of the existing systems, which will act as the basis for this paper. A detailed anal-
ysis of RL models (RLMs) is presented in Sect. 4. Section5 gives an overview of
datasets, simulation platforms and performance metrics used in RL-based vehicular
traffic control models (RL-VTCMs). The open challenges and recommendations of
the system and the conclusion are given in Sects. 6 and 7, respectively.
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Fig. 1 Framework of the RL
scenario

2 Reinforcement Learning

Reinforcement learning (RL) refers to a kind of ML method which analyzes how
the software agents are ought to take actions in their environments to maximize the
cumulative reward. Nowadays, it is used in various software and machines to find
the most suitable path or state it should take while considering the present scenario.
This section provides the preliminaries regarding RL.

The environmentmeans the object onwhich the agent is acting. The agent is theRL
algorithm. Initially, without any prior knowledge of how to behave, the agent starts
interacting with its environment. The input is sent to the agent by the environment.
The input is a state. Then, the agent takes action based on the knowledge it gained
as a response to the received state. Via an interpreter, the environment sends a pair
of next state and reward back to the agent. The reward, which is either positive or
negative, solemnly depends on the agent’s action. The negative reward is usually
referred to as punishment to the agent. Also, to evaluate its last action, the agent
updates its knowledge using the reward obtained. The agent iteratively learns and
reaches the optimal condition.

Even now, few are confused with Supervised Learning (SL) and RL. Table1 gives
a comparison between RL and SL to bring in more clarity.

The sequential nature of RL can be explained as follows. The output depends on
the state of current input, which depends on the previous output. i.e., the input at a
particular time always considers the output of the previous cycle. Thus, a chain is
formed. To predict future output, the SL algorithms apply the knowledge gained to
the new data as labeled examples.
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Table 1 Reinforced learning versus supervised learning

Reinforced learning Supervised learning

Makes decisions sequentially Decision entirely depends on the initial input

Trial and error search method and delayed
reward

Starts functioning by analyzing a known
training dataset

The learning algorithm interacts with its
environment

The learning algorithm produces an inferred
function

Labeling of the sequence of dependent
decisions

Labeling of each decision since they are
independent

Example: Games Example: Object recognition

The continuous interaction with the environment benefits software agents and the
machines to automatically determine the specific context’s quintessential behavior
to maximize its performance. After sufficient training, the ideal output is attained for
any new input if the system is provided with a suitable dataset.

RL requires a reward feedback method known as the reinforcement signal. The
agent learns using this reinforcement signal. The action corresponding to each reward
is analyzed to find the best. The learning algorithm compares its obtained output
with the correct, intended output and thereby calculate the error. Accordingly, the
necessary modifications are made in the model.

2.1 Classification of Reinforcement Learning Algorithms

The RL algorithms can be classified based on different factors such as the reward,
model, action space, policy. These classifications are explained below:

Based on Reward The reward-based classification mainly depends on the nature of
the reward. In practical cases, RL is categorized into positive RL and negative RL. An
RLalgorithm is said to be positive reinforcementwhen an event increases the strength
of the behavior; i.e., an event occurs because of a particular behavior of the agent.
A reward is assigned to the agent. If that reward helps to maximize performance,
then it is positive reinforcement. Alternatively, in other words, in positive RL, the
reward said to be a positive effect on the behavior. In negative RL, the system is
trained to stop or avoid unfavorable conditions, which reduces strength. Such an
action strengthens behavior. It resists the minimum standard of performance.

Based on Model Model-free and model-based are the two classifications of RL
algorithms based on the model. The transition probability distribution (TPD) is also
known as the transition model. The model of the environment contains both TPD and
Reward Function (RF). In the model-free algorithm, the TPD and the RF associated
with the environment are not utilized.

Let the current state be s0 and action be a. Performing a, the model reaches s1
from s0. The model analyzes and learns the transition probability function T . In
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this case, T (s1|(s0, a)). By successfully analyzing, the agent determines the chance
to enter into a particular state from the current state by taking a specific action. In
model-free algorithms, the peculiar trial-and-error method of RL algorithms is used.
In each trial, the model gains some knowledge. Correct action helps the model to
optimize the output. The wrong action helps the model to update itself to stay away
from entering into unfavorable states. Because the model earns some knowledge
from all its trials, there is no need to store the transitions.

The absence of state space and action space makes the model-free RL algorithms
more demanding than model-based. The cases where the transitions have to be saved
uses model-based RL algorithms. As the state-space and action-space grow, the
effective utilizationof storage spacebecame impractical.Model-basedRLalgorithms
are preferred in scenarios where the system could decide the next move based on
a trained model, without interacting with the current environment. Conversely, if
the system decision needs a continuous interaction with the environment, such as a
real-time traffic regulation system, model-free RL algorithms will perform well.

Based on Action Space Based on the action space, RL agents can have two cate-
gories of action spaces, namely discrete and continuous action space. If the agent
decides the next action from a finite action set, it is called discrete action space
algorithms. Instead, in the continuous action space, a single real-value vector is used
to represent the entire action space. The difference in actions cannot be expressed
because of the single vector representation. In discrete action space, the fine-tuning
of action selection is done. Also, discrete action space is more suited for value-based
approaches. Further, a discrete action space approach is engaged in caseswhere small
action space is required. The continuous action space is required when the size of
action space grows to infinity.

BasedonPolicy In the policy-basedRLalgorithms, themain objective is tomaximize
the reward. The policy defines the behavior of an agent at a particular time. In other
words, it is a mapping from learned states to actions to be taken when the agent
reaches those states. These algorithms try to determine the action to be taken at a
state to attain the maximum reward in the forthcoming steps.

The algorithm fine-tunes a vector of parameters to attain the objective. For exam-
ple, to select the best action to be taken under the policy π , a vector of parameters
say θ is adjusted. This example is mathematically represented as follows:

π(a|s, θ) = Pr {At = a|St = s, θt = θ} (1)

Right-hand side (RHS) of Eq.1 means that, at time interval t, the best action to
be taken is a from state s by tuning the parameter θ . Left-hand side (LHS) implies
that the agent learns this knowledge. The entire learning or training phase follows
the same policy.

The two types of policy-based RL algorithms are on-policy and off-policy algo-
rithms. The agent learns the Q-function so that the probability of goodness of each
action is determined. Among the results, the best one selected stochastically. Such
a learning approach is known as on-policy RL algorithms. On the other hand, a
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Table 2 Reinforced learning algorithms: comparison

Algorithm Model Policy Action space State space

Q-learning Model-Free Off-policy Discrete Discrete

SARSA Model-Free On-policy Discrete Discrete

Q-learning-λ Model-Free Off-policy Discrete Discrete

SARSA-λ Model-Free On-policy Discrete Discrete

DQN Model-Free Off-policy Discrete Continuous

DDPG Model-Free Off-policy Continuous Continuous

Actor-critic Model-Free On-policy Continuous Continuous

A3C Model-Free On-policy Continuous Continuous

NAF Model-Free Off-policy Continuous Continuous

TRPO Model-Free On-policy Continuous Continuous

PPO Model-Free On-policy Continuous Continuous

TD3 Model-Free Off-policy Continuous Continuous

SAC Model-Free Off-policy Continuous Continuous

greedy decision is taken to take action with the best Q-value. The Q-value is learned
by using other different algorithms. Such algorithms are called off-policy RL algo-
rithms. Based on their nature, these kinds of reinforcement algorithms are sometimes
referred to as stochastic and deterministic reinforcement algorithms, respectively.

Policy-based algorithms can exhibit better convergence. These algorithms are suit-
able even in higher-dimensional action spaces. The more attractive characteristics of
these algorithms are their stochastic nature. Though the policy-based algorithms have
many advantages, they still possess some disadvantages. Rather than converging into
the global optimum, these algorithms converge to the local optimum. In mathematics
and computer science, global optimum gives the optimal solution among every pos-
sibility. Local optimum is not preferred because it is the best solution to a problem
only within a small neighborhood of possible solutions.

Also, the policy-based algorithms have higher variance. But a small variance
characterizes an efficient estimation. The important reinforcement algorithms with
the properties mentioned above have been compared. The main traits of them are
given in Table2.

3 Related Work

Researchers have proposed several solutions to solve conventional TSC problems.
This section discusses the important among such solutions put forward by the
researchers.

An RLM that uses the Q-learning algorithm with action-value approximation has
been used to build an onlinemodel-free traffic signal controller [7]. Thiswork focuses
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on both average delay and queue length, rather than considering only the average
delay. Also, it utilized the advantage of ANN to train the model according to the
temporal difference. However, [7] failed to consider unexpected dynamic scenarios
in real time.

The model-free RL algorithm can contribute highly to the traffic signal control
problem by combining the prior traffic knowledge with a deep RL approach, which
is shown in [8]. Here, Q-learning is used to train another approach namedMixed Q-
network (MQN). Amodel can learn traffic patterns and then find out themost suitable
agent. The biggest failure of such a system is finding a suitable traffic pattern detector
according to the dynamic traffic structures.

Most of the earlier studies have succeeded in developing traffic signal controllers
(with restricted action selection) with the help of peculiar properties of basic RL
algorithms. Two RL adaptive traffic signal controllers were designed to analyze their
learned policies and compare them to a Webster’s controller [9]. The controllers
were implemented by using asynchronous Q-learning and advanced adaptive actor-
critic algorithms. The neural network function approximation has also been added
to the design. Interval became constant due to the fixed green signal duration for
the scenario under observation. If the action selection is made dynamic, the agent
could control the environment better. Also, in the testing scenario, each intersection
was controlled by an isolated RL agent. Hence, the model cannot be considered as a
multiagent RL system.

Q-learning techniques maximize the number of vehicles passing a junction and
adjust the roads’ signals by observing the variation of queue lengths and throughput
as the key parameters [10]. However, this system fails to evaluate the accuracy of
the model in multiple intersection roads. Also, the data transfer between the traffic
island have not been considered in this study.

The time delay, the number of idle vehicles, and the combined saturation were
estimated from the experience to learn and determine the optimal actions preserving
the traffic signal timing efficiently [11]. The work modularized the actual continuous
traffic states for simplification purposes.

The spectacular properties of Deep Q-Network (DQN) have a lot to help with
TSC models [12]. Further, DQN is used in learning models in modern ride-sharing
platforms [13]. The model-free DQN learns the optimal vehicle dispatch policies
from its interaction with the environment. However, some crucial detailing is missing
in this study. Scalability, fault tolerance, reliability, and availability of shared data
also have to be considered.

European countries are well versed with the advantage of group-based signal con-
trol that provides flexible phase structures. Most of the existing systems used simple
timing logic in implementation. Jin and Ma [14] try to formulate the existing system
as an adaptive multi-agent system by incorporating Q-learning and SARSA. Never-
theless, the work lacks the handling of real-time scenarios and the issues associated.

R-Markovaverage reward technique (RMART) is suited for an environment among
signal controllers in a connected vehicle environment [15]. The research took eigh-
teen signalized intersections to implement the idea in a hypothetical network by
assuming the learning parameter and discount factor to be arbitrary. Aragon-Gómez
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and Clempner [16] address a multiagent continuous-time schedule problem and pro-
poses a learning scheme for it. Thus introduced an RLM (based on the temporal
difference method) by observing traffic signal control problems as continuous-time
Markov games (CTMG). Transition rates and reward points are calculated accord-
ingly. However, some shortcomings in this work include the lack of incorporation of
a collaborative approach and the method’s robustness when exposed to a real-time
environment.

Vehicles are used not only for travel. They are also used for goods transportation.
Therefore, traffic control is one of the primary demands for manufacturing compa-
nies too. In the future, more emphasis will be given on automation. Therefore, the
product’s timely delivery to the consumer is also a factor that affects the product’s
quality and production cost. The deep reinforcement learning (DRL) model paves
a solution to this via dynamic routing strategy [17]. The traffic states and actions
can be predicted using DRL combined with a Q-learning step and a recurrent neural
network (RNN). Hence by reducing the delivery time and delay, the different com-
binations of states, actions, rewards are utilized for the modeling. Still, the model
failed to consider a few other dependent factors/causes of traffic congestion.

Lack of proper traffic control not only creates traffic congestion but also adversely
affects safety, time, efficiency, and energy. These problems are also heating up with
the advent of autonomous cars and electric cars. Therefore, ongoing research work
has begun using RL techniques to address these issues [18–20]. RL techniques can
also be used intelligently and appropriately to facilitate learning and problem-solving
in many other traffic-related areas [21, 22].

4 RL Models in Vehicular Traffic

This section presents some of the RLMs that are used in vehicular traffic for traffic
automation purposes. A review of RLMs and their strengths to address traffic control
challenges is given in Table3. Also, Table4 reports RLMs and the attributes for the
vehicular traffic regulation system.

4.1 Multiagent Reinforcement Learning

Most intelligent systems nowadays highly depend onmultiple agents competingwith
each other to improve the system’s overall behavior. Such a process that incorporates
RL algorithms is known as multiagent reinforcement learning (MARL) Algorithm.
The combinational availability of state-action pairs (SAPs) increases exponentially
with the number of agents. In other words, the number of agents is directly propor-
tional to the number of SAPs. In MARL, the agents exchange information. Based
on all the available and received data, the agents coordinate their actions to achieve
global Q-value optimization. The most attractive feature of MARL is its scalability
(i.e., adding new agents quickly) [12, 23–25].
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Table 3 Summary of RL models

RLM Strengths Challenges

MARL Highly scalable, inherently robust,
follows top-down approach

Exponential complexity, curse of
dimensionality, difficult to state the
learning goal

MBRL Heeds the longer-term effects of an action
under a state

Exponential decay in eligibility trace due
to trace decay parameter

MPRL Follows top-down approach, addresses
the curse of dimensionality

The algorithms converge to a point after a
finite number of iterations

RLFA Addresses the curse of dimensionality,
saves computation time and memory
space

May produce an inconvenient result,
adjustable weights oscillate within a
region

Table 4 Summary of RL models for vehicular traffic regulation systems

Representation Attributes MARL [2] MBRL [27] MPRL [3] RLFA [4]

Agent Traffic signal
control

Yes No Yes Yes

Traffic
movement

No Yes No No

State Queue size Yes No Yes Yes

Current traffic
phase

No Yes Yes No

Traffic phase
split

No Yes Yes No

Action Traffic phase
type

Yes Yes Yes Yes

Traffic phase
split

No Yes No No

Reward Variation of
vehicular delay

No Yes No No

Waiting time Yes No No Yes

Variation of
queue size

Yes No Yes Yes

Themain challenge for the agents in a shared dynamic environment lies in learning
the situation and making a better decision. The same is the case with traffic also. In
vehicular traffic scenario, the action of an agent at an intersection point can affect
and vary with the agent’s decision at the neighboring intersection point, which may
also affect the agent’s self-performance. In case of a wrong decision, there is a high
probability of having high congestion in the nearby intersections. Hence, each agent
should take and communicate optimal actions and coordinatewith each other.MARL
is a helpful model in such cases [2, 26]. MARL that tries to optimize the global Q-
value is used for the traffic regulation system [2]. The inappropriateness of the traffic
phase is tackled using a distributed model [26].
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4.2 Multistep Backup Reinforcement Learning

The optimal action decided by a typical RL algorithm highly depends on the present
state. Usually, an action affects a consecutive series of states. In multistep backup
reinforcement learning (MBRL), the average outcomes of the temporal differences
are calculated inside an episode (a series of time instants). Based on this data, the
agent updates the Q-values. MBRL focuses on the long-term payoff for an action
related to a state. The average effects of temporal difference are attained using most
fitting traces.

The MBRL model cut down the average hold-up time by considering the phase
sequence and phase split of traffic in an intersection with a single lane traffic network
[27]. Traffic phases with grouped individual traffic give the traffic phase split for
processing. An episode is a duration between activation and termination of the green
signals with the combination of traffic movements. Each time a SAP is visited, its
value is set to one. This value gets updated for all the visits, and the eligibility
trace adds more credit to recent SAPs. The temporal difference is being weighted
using the eligibility traces. The Q-value of an episode is updated using this temporal
difference. A trace decay parameter exponentially decays the eligibility trace of an
unvisited SAP.

4.3 Max-Plus Reinforcement Learning

Agents in a coordination graph are interconnected. A max-plus algorithm calculates
and exchanges the local and global payoffs among these agents. As part of the
optimal joint action, agents use the payoff values to determine their corresponding
action. A max-plus reinforcement learning (MPRL) follows a top-down approach.
This modularization helps them to confront the challenge of dimensionality. The
probability of better results in an oversaturated network is calculated by incorporating
MRPL in the reward structure of Q-learning agent in the design of a traffic signal
control [3].

The agent i sends locally optimized payoffs to its neighbor j via the edges connect-
ing them. The action taken by j determines the payoff. After a finite number of itera-
tions, the algorithm converges to a fixed point. It is possible to increase the throughput
of traffic signal and reduce the number of stops per vehicle to some extent [3].

4.4 Reinforcement Learning with Function Approximation

Commonly, in a shared dynamic space, the number of SAPs can be huge in number.
The SAPs increase exponentially when the number of agents increases, leading to a
diminishing scalability scope. Thus, RL faces the challenge of dimensionality. This
issue can be solved to some extend by introducing function approximation (FA) logic
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in RL. Instead of many SAPs, FA stores and pays attention to an appreciably smaller
amount of features. Thus reduces memory/storage capacity, improve scalability, and
reduce learning time. In RL with FA (RLFA), Q-values are represented using tunable
weight vectors and feature vectors [1, 4, 28, 29].

Consider a real-world traffic network based on Bangalore, 2× 2 and 3× 3 grids,
and sixteen trivial streets traffic network using a centralized model. Here, the RLFA
approach addresses the challenge in traffic phase sequence in a two-way intersection
by optimizing the global system performance. RLFA helps to increase throughput
and reduce waiting time [4, 28].

5 Datasets, Simulation Platforms, and Performance
Metrics Analysis of RL-VTCMs

This section includes analyzing performance metrics used in traffic-related research
and simulation platforms used in such studies. Also, it investigates the datasets used
in RL-VTCMs. Table5 gives a summary of the performance metrics.

5.1 Benchmarked Datasets for RL-VTCMs

Someof the benchmarked datasets that focus on autonomous navigation areADE20K
[30], Berkeley Deep Drive (BDD) [31], Cityscapes [32], Camvid [33], Daimler [34],
IDD [35], KITTI [36], Leuven [37], andMapillary Vistas [38]. The different lighting
circumstances and the multiple cameras and sensors in the cities help the Cityscapes
provide a large amount of data. The Mapillary Vistas Dataset creates the imagery of
street scenes. Images fromdifferent angles of the road and its surroundings are present

Table 5 Summary of performance measures

Performance
measures

MARL [25] MBRL [27] MPRL [3] RLFA [4]

Lower average
waiting time

� �

Lower average
delay

� �

Lower number of
stops per vehicle

�

Smaller queue
size

�

Higher
throughput

� � �
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in this dataset, irrespective of the cameras that captured them. They have no video
data. The Berkeley Deep Drive Dataset concentrates on autonomous navigation. For
ADE20K, the general locale parsing issue is the main area of interest. Dashboard
cameras are used on the BDD100K to capture images. The glass in front of the
cameras adversely affects the image quality. It can get worse in rainy conditions.
IDD can be used to ensure security and reliability in unusual and extreme cases.

5.2 Simulation Platforms

Some discrete-event simulators are developed using programming languages such
as C/C++ and tools such as MATLAB. There exist macroscopic and microscopic
approaches for traffic simulators with a graphical user interface (GUI). Most traffic
simulators embrace the microscopic approach, including VISSIM, SUMO, TSIS,
and ITSUMO.

5.3 Performance Measures

Appropriate performance measures are required to assess the merits of any traffic
control system. These parameters are essential in RL based TSC; because an agent
needs to assess his own performance to learn from experience. Some of the perfor-
mancemeasures used in vehicular traffic are reduction of fuel consumption, reduction
of emissions, the number of stops in a journey, percentage of stopped vehicles, aver-
age delay, average trip waiting time (ATWT), vehicle density at different parts of
the network, queue length, and average vehicle speed. Table5 reports some of the
performance measures accomplished by the RLMs and algorithms.

6 Open Challenges and Recommendations

After discussing the major algorithms and models in RL, here we examine various
challenges that need to be addressed during their usage. This section throws light
into the important hurdles in using RLMs and algorithms in ITS. It also includes
suggestions for handling these challenges.

• Injecting RL in unfitting circumstances- RL is propitious and fastly advancing
technique in a variety of fields such asResourcesmanagement in computer clusters,
Traffic Light Control, Robotics, Games, and Chemistry. Too much reinforcement
leads to states overload, followed by the diminishment of results. The inappropriate
parameters and assemblage of payoff messages lead to poor system performance,
even during the initial learning phase.
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• Availability of data When enough data are available, SL methods are preferred.
This is due to the fact that when action space is large enough, the RL algorithm
becomes time-consuming.

• Real-time environment In a shared and dynamic environment like traffic regu-
lation, RL algorithms and models have to include the recent advances in ITS to
exhibit their full strength. A better traffic regulatory system comprises almost all
the dynamic parameters such as traffic density, road utilization, and vehicles.

• Self adaptiveness Aim of the current researches is to build an automated traffic
regulatory system that performs self-configuration of the dependent parameters
to adapt with the dynamicity of traffic. The interoperability is usually affected by
the communication overhead. Hence, the exchange of control messages needs a
limit by eliminating unwanted control messages, by which the learning rate of the
system also improves. The agent is expected to learn new and unexpected actions
and states in the operating environment.

• External impediments The weather conditions such as rain, flood, fog are the
factors that pull down the hope of a fully automated self-paced traffic regulatory
system. Not only this, but also the traffic flow(in and out) and the disturbance in
traffic flow make the problem worse. In upcoming traffic regulation proposals, all
such situations have to be taken care of.

RL enhances system performance in scenarios with fewer data, such as in traffic
regulatory systems. Hence, in developing countries with very few publicly available
traffic datasets, RL has a huge impact in developing better VTCMs. Integrating RL
with advanced technologies such as fuzzy logic, game theory, and AI; fastens the
ride towards an extremely self-paced traffic regulatory system. These technologies
help to include prior knowledge and obtain optimal actions. The analysis of prior
traffic data, gained knowledge, approximation, and conventional control systems
are required for a better traffic control model. Agents in the model use the traffic
observer’s information for increasing the learning rate in the (re)learning phase to
achieve enhanced system performance.

7 Conclusion

In this paper, we have reviewed the RLMs and algorithms with an emphasis on the
applicability in traffic regulation systems. The ability of RL algorithms to determine
actions that yield highest rewards can be regarded as the prime reason for their wide
acceptability. Consequently, a study on the RL algorithms can reveal the intrinsic
features which in turn can be utilized effectively for handling traffic regulation issues.
The paper provides such a detailed review of the RL algorithms, but it is not limited
to that.
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In addition to providing an in-depth analysis of various RL algorithms, the paper
also discusses the issues that need to be rectified for its hurdle-free application in
traffic regulation systems. These issues demand immediate attention of researchers,
especially considering the fact that we are fast progressing towards a world which is
’smart’ in all aspects.
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the Post-pandemic Era of Internet
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Abstract With the rapid aggravation of COVID-19 pandemic, the organizations,
industries, institutions, etc., are forced to rapidly adapt to social distancing by limit-
ing physical contact and thereby limit the person to person contamination. The sce-
nario of Internet of things in the post COVID era will be interesting indeed. Inorder
to ensure public health, the social distancing and semi lockdown will continue in
the foreseeable future, and therefore, the need of secure remote person authentica-
tion methods is being more and more critical especially in the Internet of things
which is a multitude of networks consisting of a huge number of uniquely identi-
fiable devices. As far as human_device authentication strategies are concerned, the
one which needs less human involvement will be preferable in a post COVID-19 IoT
scenario. Moreover, since the range of IoT devices may span from tiny sensors to
complex machines, an authentication method which will be adaptable to each and
every type of devicewill bemorewelcomed. Considering these facts, voice biometric
authentication seems to be the most suitable one which can provide a balanced mix
of security, adaptivity and convenience to such an advanced world of connectivity.
Here, we introduce a lightweight text independent voice biometric method for IoT
using extreme learning machines, and we perform a comparative analysis with a
deep learning-based method of speaker identification using 3D convolutional neural
networks. We have performed experimental study using different datasets and con-
cluded that the extreme learning-based method is more suitable for IoT, considering
the trade-off between the recognition accuracy and the training time requirements.

Keywords Speaker identification · Authentication · Voice biometrics · Post covid
19 authentication · Authentication in the internet of things

A. Saleema (B)
Cochin University of Science and Technology, Kochi, India
e-mail: saleema.res17@iiitmk.ac.in

A. Saleema · S. M. Thampi
School of Computer Science & Engineering, Indian Institute of Information Technology and
Management-Kerala (IIITM-K), Thiruvananthapuram, Kerala, India
e-mail: sabu.thampi@iiitmk.ac.in

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2021
S. M. Thampi et al. (eds.), Advances in Computing and Network Communications,
Lecture Notes in Electrical Engineering 735,
https://doi.org/10.1007/978-981-33-6977-1_42

573

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-33-6977-1_42&domain=pdf
mailto:saleema.res17@iiitmk.ac.in
mailto:sabu.thampi@iiitmk.ac.in
https://doi.org/10.1007/978-981-33-6977-1_42


574 A. Saleema and S. M. Thampi

1 Introduction

Since the novel Coronavirus, COVID-19 has aggravated the entire world, and our
digital society is in high demand of rapid technological advancements that can help
fight the spread of the disease at an international level. Although lockdowns and
social distancing measures have been implemented, it cannot be continued in a long
run since thesewill lead to the largest global economic crisis until otherwise advanced
technological solutions that can adapt to the situation are deployed. The Internet of
things entwined with artificial intelligence seems to extend an indispensable role in
fighting the pandemic since IoT allows quick data collection on a vast scale and AI
supports rapid data analysis and processing.

In the context of COVID-19, the business, financial, academic units which have
never executed remotework are now required to operate in a fully remotemode. Since
there arise serious risks and threats due to these work from home and remote connec-
tivity policies, remote and live biometric authentication methods are of significant
demand. Moreover, the enforcement of social distancing and less human interac-
tion demands touchless biometric authentication methods in the post COVID-19
era. Considering these facts, the biometric research community has been oriented
toward unveiling the potential of live voice authentication methods, which is the
major motive of this work.

The health department as well as other government authorities has already begun
implementing biometric-based qurantine management systems. Several crisis man-
agement technologies have been deployed as mobile applications which can perform
identity assurance in order to aggregate personal health data at the national level.
These applications are obligatory for action planning, decision making and the pro-
vision of essential aids to the citizens. Figure1 shows a pandemic crisis management
solution developed by Maharaja Associate and Tech5, reconceptualized with voice
biometrics [1]. Citizens are allowed to confirm proof of presence, and thereby, the
administrative authorities can keep track of the health status, especiallywhen they are
in quarantine/isolation. By making use of the IoT sensors, smart devices, etc., quick
and accurate remote identity verification , health status monitoring, geo location
verification, etc., can be performed in an excellent manner.

Nations like South Korea have already tried the mass testing approach of COVID-
19 antibodies, in order to document “herd immunity” at a regional level. The physical
documents are progressively replacedwith the digital ones, and the concept of immu-
nity certificate/passport will be of significant importance in the post-pandemic era.
Digital immunity certificates can be defined as a person’s essential digital id which
integrates his/her own biometrics, that allows a person to freely move around, to
end self-isolation, etc., that is to get back to the normal lifestyle. Figure2 shows
the illustration of implementing the concept of immunity passport adapted from [2],
reconceptualized with voice biometrics.

The potential of the Internet of things in combating the post-pandemic era also
has been explored by researchers, especially in building the future healthcare sys-
tems. The use of wearables, drones, robots, IoT buttons, smart applications will be
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Fig. 1 Voice recognition-basedCOVID-19quarantinemanagement system.Step1: Self-enrollment
with the application using live voice and personal data through one’s smart device. Step 2: Upon
successful enrollment, the health department entity requests the person under quarantine for the
proof of presence. Step 3: The person provides the geolocation and health status in his/her live
voice, ensuring the identity as well as proof of presence. Step 4: The health department verifies
the identity by comparing the voice template with the enrolled voice print and prepares the health
report to be submitted to the higher government authority

Fig. 2 Notion of immunity passport based on voice biometric authentication. Step 1: The per-
son submits the personal data and the antibody test result (which he received from an authorized
authority) with his live voice Step 2: The government entity verifies the received data and gener-
ates the “immunity passport” which is a high definition barcode consisting of all the gathered data
encrypted with PKI, so that the right owner can only unlock it with his biometrics. Step 3: This
digital immunity passport can be carried by the person and can submit wherever it is asked for

vital in providing higher quality of services and advanced user experiences in the
healthcare field. The tracking of quarantine, isolation, fast diagnosis, data collec-
tion, user identification/authentication, reducing contamination, smart disinfecting,
etc., can be deployed in the near future which makes IoT the frontier to contend
with the post-pandemic era. However, IoT has to overcome challenges like security,
privacy, implementation, interoperability, connectivity, compatibility, etc., with the
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enormously increasing connected smart devices being deployed in homes, offices
and other places. Among these, security remains as the biggest challenge since a
wrongly authenticated human to the devices may bring the entire system down.
Therefore, identity verification/authentication is the most important thing to be con-
sidered in such a context. The traditional authentication methods like login/password
on a smart nodewill become a bottleneck to the IoT technologywhile considering the
efficiency as well as user convenience. The use of biometrics for IoT authentication
eliminates the shortcomings of the traditional ones, and it offers accuracy, account-
ability, security, convenience, versatility and scalability like properties, which an
IoT infrastructure demands. The existing biometric authentication methods include
physiological as well as behavioral methods, each of which having some merits as
well as demerits.

The range of IoT devices span from simple sensor only devices such as smart
refrigerators and wearables to complex autonomous intelligent devices like smart
cars. Human to device authentication systems that can well adapt to each type of
device, each use case and each context will be mission critical in the Internet of
Things. Apart from mobile computing and desktop computing, an IoT device can
be almost any object from a simple light bulb to complex manufacturing equipment.
Considering these facts, voice biometric authentication seems to be the most suitable
onewhich can provide a balancedmix of security, adaptivity and convenience to such
an advanced world of connectivity.

Voice biometrics can be described as a process of extracting the voice prints from
the voice samples of individuals that can serve as unique identifiers. Commonly
referred to as speaker recognition, this process can be categorized into speaker iden-
tification, speaker verification, speaker tracking, etc. Depending onwhether the voice
print is taken from a particular text phrase or not, these can again be categorized into
text dependent and text independent speaker recognition methods [3]. The process of
speaker recognition is not only relied upon the physical characteristics of individuals,
but also to the behavioral characteristics, which makes it the most suitable to ensure
security in the Internet of things context. Most often, the voice biometric has been
used in security applications to access control to buildings or sensitive data. Banking
and financial institutions in case of telephone initiated transfers of huge amounts
of money can rely open voice biometric-based authentication systems, if securely
deployed.

Researches on speech and speaker recognition have been progressing from several
decades. Although many techniques have been proposed for speaker recognition,
methods which can be adapted to the Internet of things’ challenges are yet to come.
Recently, the use of deep neural networks is gaining impression in the field of speaker
recognition. Although deep learning can be used for solving intractable problems,
they are not well suited to address the challenges in IoT since it demands substantial
computing power, which can be a limited resource on many IoT devices. Recently,
some techniques like network compression, approximate computing and hardware
accelerators have been suggested to employ deep neural nets in IoT devices. But
these are proven to be compromised for producing unacceptable drops in accuracy
and precision [4].
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The major drawbacks of adopting the deep neural network based method are its
slow learning speed, trivial human intervention and computational complexity. It is
inferred from the existing literature that extreme learningmachines can provide better
generalization performance at a much faster learning speed and with least human
intervention which is more suited with Internet of things. In this paper, we propose
two speaker verification methods based on deep convolutional neural networks and
extreme learning machines in combination with support vector machines in order to
reap high performance.

The major contributions of this research work can be listed as follows

1. To the best of our knowledge, this is the first work to compare the performance of
speaker identification based on deep learning (3D convolutional neural networks)
and extreme learning machines in terms of recognition rate and training time .

2. We have developed a deep learning framework based on 3D convolutional neural
networks with support vector machines for highly accurate speaker verification.

3. We have proposed a fast and highly accurate speaker verification method for
the Internet of things based on extreme learning machine entwined with support
vector machine.

4. We have analyzed the suitability of our approach for the Internet of things scenario
in terms of recognition accuracy and training time requirements.

5. The proposed approaches have been experimented in three datasets and inferred
that the extreme learning-basedmethod ismore suitable for IoT,while the trade-off
between the recognition accuracy and the training time requirements are consid-
ered.

The organization of the remaining sections of this paper is as follows. Section2
gives an overview of some relevant existing research works on speaker recognition.
Section3describes the details of the proposed approaches. The datasets, experimental
setup , results and discussions are provided in Sects. 4 and 5 concludes the whole
work.

2 Related Works

Automatic speaker recognition methods had its beginning from human aural and
spectrogram comparisons and then turned to simple template matching and dynamic
time warping approaches and further spanned to modern statistical pattern recogni-
tion methods such as neural networks and hidden Markov models [5]. The evolu-
tion of speaker recognition models from the traditional to the most recent is illus-
trated in Fig. 3. The existing speaker modeling methods in the literature consist of
spectrogram-based methods [6, 7], Gaussian mixture models [8–10], dynamic time
warping [11], vector quantization [12, 13], neural networks [14, 15], hiddenMarkov
models [16, 17] and so on. Mel frequency cepstral coefficients [18], linear predictive
coding [19], linear predictive cepstral coefficients [20], perceptual linear predictive
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Fig. 3 Evolution of speaker recognition models from the traditional to the state-of-the-art methods

[21], gammatone frequency cepstral coefficients [22] are some of the successful fea-
ture extraction methods for speaker recognition. An overview of the traditional as
well as modern techniques for feature extraction and speaker modeling is presented
in [3]. The paper details the current state of affairs of the voice biometrics-based
recognition, how voice biometrics is connected to the Internet of things, how the
concepts of cloud and fog computing are beneficial in connecting voice to the Inter-
net of things, the future trends in voice biometrics research area, etc.

A substantial amount of work has been done regarding the use of deep neural
networks in speech as well as speaker recognition. Variani et al. [23] investigate the
use of deep neural networks for a small footprint text dependent speaker verification
task, in which specific feature named d-vector is extracted and taken as the speaker
model. The method is compared to i-vector method [24] and infers that d-vector is
more reasonable and the fusion of i-vector and d-vector achieves much better results
than a stand-alone i-vector-based system. Later, a method using 3D CNN was pro-
posed in [25], demonstrating that the system can outperform the traditional d-vector
methods by 6% in equal error rates. Text dependent setup based on locally connected
and convolutional neural networks have also been experimented for speaker verifi-
cation [26]. Another work which utilizes DNN as a feature extractor and then uses
it for speaker modeling is proposed in [27].

A more recent work based on deep CNNs with self-attention [28] shows that
the self-attention mechanisms have gained improved performance than traditional
i-vector based methods as well as other baseline CNNmodels. They have used resid-
ual neural networks (ResNets) and visual geometry group (VGG) which are the
two representations of CNNs. A couple of researchers have attempted the fusion of
traditional short-term feature extraction methods with deep learning and gained sig-
nificant improvements in accuracy. An example of such research work is presented in
[29] which combines the MFCC and MFCCT(time-based features) with deep neural
networks for text independent speaker identification. The model was compared with
five other machine learning algorithms and found deep learning to be the most effi-
cient. The recently introduced conditional adversarial generative networks(CGAN)
have also been experimented for speaker identification by some researchers and have
proven a great reduction in classification error rate. Also, when compared to the tra-
ditional i-vector-based methods as well as the baseline deep learning models, the
CGAN showed surprisingly greater improvement [30]. Moreover, the superiority of
this model was gained under constrained circumstances with very limited training
data, which makes this model promising for short utterance speaker identification.
In the future, the other variants of GAN (e.g. CycleGAN) are expected to give aston-
ishingly greater performance than the state-of-the-art models.
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Over and above, several cascaded models have gained popularity in text inde-
pendent speaker identification research. A kind of such model is discussed in [31],
which fuses the Gaussian mixture model with the deep neural net, experimented in
the emotionally talking environments. Their model has shown better performance
than both GMM and DNN in isolation.

The development of speaker verification/identification for real-time applications
is very much confronting. Some innovative cutting edge research works regarding
the application of speaker identification have been progressing recently. In [32], a
speaker identification systemwas developed for aeronautical applications. They have
used multiresolution analysis for feature extraction making use of stationary wavelet
transformbands. Theirmethod has earned higher identification accuracy besides high
noise reduction. Another intelligent identification system was developed in [33] for
the real-time monitoring of sports training. In addition to voice, they have heart
rate detection, motion gesture recognition, etc. A smart voice assistance system was
presented in [34], which can accept voice commands from a home environment.
It is a short speech speaker identification approach, and it made use of the vector
quantization, mel frequency cepstral coefficients and principal component analysis
ensued with the Gaussian mixture classification model.

A combination of sound processing and machine learning algorithms are applied
in [35] for real-time speaker identification. They have utilized Markov chain clas-
sifier and real-time MFCC in their study. Another architecture developed for real-
time speaker recognition is presented in [36], in which a novel pipeline method is
construed. They have identified the requirements of a real-time voice identification
system by analyzing the challenges in this field. Comparing with the AlexNet archi-
tecture, their method shows superior performance in terms of accuracy, sensitivity,
specificity, etc.

3 Proposed Speaker Identification Approach

This section details the feature extraction process, the design of the proposed 3D
convolution neural networks-based speaker identification approach and the proposed
extreme learning machine-based fast learning method for speaker identification. Ini-
tially, feature extraction is done using the process Mel frequency cepstral coefficient
extraction. Then, some additional features (chroma features) are extracted in order to
improve the learning speed and recognition accuracy of the proposed models. These
features include

• short-time Fourier transform (stft)
• constant q-transform (cqt) and
• chroma energy normalized statistics (cens).

These features are extremely powerful in summarizing the audio wave, and it con-
sists of the short-time energy distribution of the input signals. For instance, a 12-
dimensional chroma feature will encode the short-time energy distribution of the
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signal over the 12 chroma bands which correspond to the 12 traditional pitch classes.
The stft represents the complex amplitude versus time and frequency of a signal.
This is obtained by windowing and applying discrete Fourier transform in each win-
dow of the signal. This gives a physical and intuitive representation of the audio
signal which has great power in speech/speaker audio analysis. The cqt or constant
q-transform will transform a time-domain signal into the time-frequency domain so
that the central frequencies of the frequency bins are geometrically spaced and their
q factors are all equal. The cens is a robust and scalable feature that captures the
dynamics as well as the temporal micro deviations of the audio signal. These are
features with low temporal resolution and can be processed efficiently.

3.1 Feature Extraction from Input Speech

Voice features that carry speaker-specific information are to be extracted in order to
perform speaker identification/verification. The information contained in a speech
signal can be high level like dialect, accent, talking style, the subject manner of
context, phonetics, prosodic and lexical information or low levels like fundamental
frequency, formant frequency, pitch, intensity, rhythm, tone, spectral magnitude and
bandwidth for an individual’s voice. Among these, features are selected by assign-
ing priority to those having lower intra-speaker variability and higher inter-speaker
variability. The other concerns while selecting a feature include robustness against
noise and distortion, frequency of occurrence in natural speech, difficulty inmimicry,
unaffected by health and easiness in measurability.

Among these, short-term spectral features are found to be the most powerful one
as it carries the resonance properties of the supralaryngeal vocal tract. Based on the
literature,Mel frequency cepstral coefficients are rated as the best short-term spectral
feature due to its high success rate of recognition and strong robustness against noise
in the lower frequency regions. The process of extraction of MFCC in our proposed
work is illustrated in Fig. 4.

As a preprocessing step, before feature extraction,we can do down sampling of the
audio samples if we do not have efficient computational power. For each enrollment
as well as evaluation samples, MFCC vectors, which represent the short-term power
spectrum of a sound, are extracted. Since ConvNets cannot handle sequence data, we
have converted the features extracted from all audio samples to fixed length vectors.

Fig. 4 Block diagram of the process of extraction of MFCC
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3.2 Proposed Deep Learning Approach for Speaker
Identification

TheMFCC vectors appended with the additional chroma features (stft, cqt and cens)
of the enrollment samples are reshaped to four-dimensional tensors and given as input
to the designed 3D convolutional framework. The framework is configured with two
convolution layers, twomax-pooling layers and a fully connected layer.We have used
a filter size of 32 in the convolution layers with a kernel size of 2 × 2 × 2. Since the
real-world audio data that is to be learned by our ConvNet are nonlinear in nature
and the convolution is a linear operation, to account for nonlinearity, a nonlinear
function, rectified linear operation has been used as the activation function. In the
pooling step, we have used max-pooling to reduce the dimensionality of the feature
map produced after convolution, which in turn reduces the number of parameters
and computations in the network. Also, pooling makes the network invariant to
small variations, distortions and noises in our input audio. For max-pooling also, the
kernel size is set as 2 × 2 × 2. Figure5 depicts the architecture of 3D CNN.

Given the target classes which are the actual identities for each audio sample, the
network is trained, and the knowledge learned is transferred to an SVM in the form
of new feature vectors. That is, we have cut off the fully connected layers of the
3D CNN and used the flattened output to feed the SVM as SVMs are supposed to
perform well with smaller amounts of data and high dimensions compared to neural
networks. For training the SVM, we have used the same target data given to the 3D
CNN. So in the case of testing, the input features in the form of 4-D tensors are
given to the trained deep learning framework, and the output vector from the fully
connected layers is taken. This vector is then given to the trained SVM to identify
the speaker.

Fig. 5 Architecture of the three-dimensional convolutional neural network used in the experiment
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3.3 Proposed extreme learning machine-based approach for
speaker identification

Extreme learning machines are feed-forward neural networks which avoid time-
consuming iterative training process and improve the generalization performance.
The ELM randomly sets all the network parameters and easily generates the local
optimal solution. In the ELM-based fast learning approach, input layer weights W
and biases b are set randomly and never adjusted so that the output weights are inde-
pendent of them (unlike in deep learning networks where back-propagation is used
as the training method) and have a direct solution without iteration. Figure6 depicts
the architecture of the extreme learning machine we have used in our experiment.

The detailed description of the ELM architecture we have used is as follows Let
(xi , ti ) be the set of N training samples where xi ∈ Rd and ti ∈ Rc and L being the
number of hidden neurons. The output of L hidden neurons is calculated by Eq.1,

L∑

j=1

β jφ(w j xi + b j ); i ∈ [[1, N ]] (1)

Fig. 6 Arhitecture of the extreme learning machine used in the experiment
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whereWi = inputweights, bi =biases andβi =outputweights. The activation function
is the sigmoid function, defined by Eq.2,

φ(x) = 1

(1 + e−x )
(2)

Gathering the outputs of all hidden neurons in a matrix H, the matrix form of ELM
can be represented as in Eq.3

H =
⎡

⎣
φ(w1, x1 + b1) . . . φ(wL , x1 + bL)

. . . . . . . . .

φ(w1, xN + b1) . . . φ(wL , xN + bL)

⎤

⎦ (3)

where β = (βT
1 , . . . , βT

L ), input is XW and output is Hβ

T = (yT1 , . . . , yTN ) Simply,
H = φ(XW + b) (4)

Equations5 and 6 represent solving using the pseudo-inverse method,

Hβ = T (5)

β = H † T (6)

After training the ELM, the feature vector from the layer just before the final output
layer is taken and fed as input to an SVM. The same target data are used to train
the SVM. During the testing phase, initially, the MFCC and the chroma features
are extracted and fed to the trained ELM and taken the intermediate feature vector.
Then, this feature vector is fed to the trained SVM to predict the speaker. The block
diagrams of the proposed method are depicted in Fig. 7.

Fig. 7 Detailed block diagram showing the steps in development and testing phase of speaker
identification
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4 Experimental Evaluation

4.1 Dataset Description and Experimental Set up

The datasets we have used to assess our methods are English language speech
database for speaker recognition (ELSDSR), THUYG-20-SRE database and Lib-
riSpeech. ELSDSR is spoken by 20 Danes, one Icelander and one Canadian. It
consists of a total of 154 utterances (7 from 22 speakers each), for training and 44
utterances (2 from each speaker) for testing [37]. THUYG-20-SRE is an open and
free database for Uyghur speaker recognition. The entire database is split into three
datasets: The training set involves 4771 utterances spoken by 200 speakers [38].
LibriSpeech is a corpus of English speech consisting of 1000 hours of speech of 16
kHz. It was prepared by Vassil Panayotov with the assistance of Daniel Povey. The
data from reading audiobooks from the LibriVox project are segmented and aligned
in this dataset [39]. The training set of this dataset is divided into three subsets with
100, 360 and 500 hours, respectively. Table1 shows a detailed description of the
datasets used in our experiment.

The experiments were implemented in Python language using Tensor Flow and
Keras libraries on a workstation with Windows 10 Operating System with 32 GB
RAM and Intel Xeron CPU E5-1620 v4 @ 3.50 GHz.

The two proposed models have experimented with MFCC vector alone as well as
the MFCC combined with the chroma features, using each of the three datasets, and
the results are analyzed. In our 3D CNN-based approach, the vectors are resized to
four-dimensional tensors and the convolutional layers used 32 filters with a filter size
of 2 × 2 × 2. We have performed batch normalization, the normalization of layers
by adjusting and scaling the activation, which allows each layer of a network to learn
by itself a little bit more independently of other layers. After each convolution Layer,
we have done max-pooling with a filter size of 2 × 2 × 2.

In our ELM-based approach also, the number of hidden neurons is made greater
than the number of input neurons. We can select the number of hidden neurons ran-
domly however for all datasets, we have used approximately 15000 hidden neurons
for better performance.

Table 1 Details of the dataset

Dataset Language Developers

ELSDSR English Technical University of
Denmark (DTU)

THYUG-20-SRE Uyghur CSLT@Tsinghua University
and Xinjiang University

LIBRISPEECH English Vassil Panayotov, Guoguo
Chen, Daniel Povey
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5 Results and Discussion

Recognition accuracy is themost important evaluationmetric used for speaker recog-
nition techniques, which refers to the percentage of samples correctly recognized by
the system. We have repeated our experiments using MFCC in combination with the
chroma features and acquired much better results for the three datasets, especially
when using 3D CNN because the convolutional neural networks are supposed to
work well with image data rather than other less spatially correlated data.

Figure8 shows the Mel spectrogram display of sample audio clips from each of
the three datasets. The chroma features short-time fourier transform (stft), constant
q-transform (cqt) and chroma energy normalized statistics (cens) of sample audios
from each of the three datasets are displayed in Fig. 9 using matplotlib. Specifically,
the chroma vector is a 12 element feature vectorwhich indicates the amount of energy
of each pitch class present in the signal, say C, C#, D, D#, E, …, B. The constant
q-transform varies from the fourier transform in the fact that it uses a logarithmi-
cally spaced frequency axis. The chroma energy normalized statistics, typically used
for audio matching and similarity analysis, takes the statistics over large windows,
smooths local deviation in articulation, tempo, trills and arpeggiated chords, etc.
Figure9 shows the plots of chroma features of sample audio clips from each of the
three datasets.

Fig. 8 Mel_spectrogram display of sample audios from each of the three datasets, plotted using
matplotlib. a Mel spectrograms of FAML_Sa.wav b F101_train.wav c 84-121123-0000.flac
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Fig. 9 Plots (a), (d) and (g) denote the chroma_stft, chroma_cqt, chroma_cens of FAML_Sa.wav
sample from the ELSDSR dataset. Plots (b), (e) and (h) denote the chroma_stft, chroma_cqt,
chroma_cens of F101_train.wav sample of the THYUG-20 SRE dataset. Plots (c), (f) and (i) denote
the chroma_stft, chroma_cqt, chroma_cens of 84-121123-0000.flac sample of the LibriSpeech
dataset

The recognition rates and training times while using the twomethods withMFCC
feature and MFCC combined with the other features are depicted in Tables2, 3, 4
and 5. Table2 presents the comparison of recognition rates of the ELSDSR dataset
from various speaker identification models. The method specified in [40] acquires a
recognition rate of 91.3% which is shown to be surpassed by the proposed methods.
The greater recognition rate is achieved while using the 3D CNNwith SVMwith the
MFCC aswell as the additional features(stft, cqt and cens).WithMFCC alone,the 3D
CNN gives 94% recognition rate. The extreme learning machine gives a recognition
rate of 93% and 94.79% with MFCC alone and MFCC with additional features,
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Table 2 Comparisonof recognition rates of theELSDSRdataset fromvarious speaker identification
models

Speaker identification model Recognition rate (%)

Hossen et al. [40] 91.3

3D CNN with SVM (MFCC) 94

3D CNN with SVM (MFCC, stft, cqt and cens) 96.7

ELM with SVM (MFCC) 93

ELM with SVM (MFCC, stft, cqt and cens) 94.79

Table 3 Comparison of training time requirement of the ELSDSR dataset with various speaker
identification models

Speaker identification model Training time (s)

3D CNN with SVM (MFCC) 490

3D CNN with SVM (MFCC, stft, cqt and cens) 503

ELM with SVM (MFCC) 3.5

ELM with SVM (MFCC, stft, cqt and cens) ∼4

Table 4 Comparison of recognition rates and training time requirement of the THYUG-20-SRE
dataset with various speaker identification models

Speaker identification model Recognition rate (%) Training time

3D CNN with SVM (MFCC) 92.17 2 h

3D CNN with SVM (MFCC,
stft, cqt and cens)

94 2.6 h

ELM with SVM (MFCC) 91.75 157 s

ELM with SVM (MFCC, stft,
cqt and cens)

∼92 ∼200 s

respectively. Table3 shows the comparisonof training times required for theELSDSR
dataset while using various speaker identification models. It clearly shows that the
extreme learning machines give outstanding results compared to the deep learning-
based method. The training time required for extreme learning machine limits to a
maximum of 4 s, while it takes above 500 s for the deep learning approach.

As we know, using deep learning, it is unlikely to outperform other approaches
unless we train it with a huge amount of data. But with the concatenation of SVM,
we have acquired about 96.7% accuracy of recognition with such a small dataset
of 22 speakers. The obstacle in adopting our deep learning approach in IoT is the
training time which may exceed one or two days for large datasets, however, this can
successfully be used with small datasets in the case of a smart home/office or other
environments equipped with sufficient GPU. To tackle these constraints, we propose
our second approach in which we replaced the deep convolutional network with an
extreme learning machine for feature learning.
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Table 5 Comparison of recognition rates and training time requirement of the LibriSpeech dataset
with various speaker identification models

Speaker identification model Recognition rate (%) Training time

3D CNN with SVM (MFCC) 91.56 ∼1.5 h

3D CNN with SVM (MFCC,
stft, cqt and cens)

93.29 ∼1.27 h

ELM with SVM (MFCC) 92.75 ∼180 s

ELM with SVM (MFCC, stft,
cqt and cens)

∼93 ∼192 s

The comparison of recognition rates and time required for training theTHYUG-20
SRE dataset with the proposed models is depicted in Table 4. Similar to the ELSDSR
dataset, the greater recognition rate is achieved by the 3D CNN model when MFCC
along with the additional features is given. The performance of 3D CNNwhile using
MFCC alone is also appreciable. Coming to the extreme learning machines, while
MFCC and the additional features are given, the approximate recognition rate is 92%
which is on par with the 3D CNN-based approach. The training time required for the
3D CNNwas around 2.6 h, while it takes only 200 s for the ELM. So considering the
trade-off between recognition rate and the training time needed, the extreme learning
machines are found superior to the 3DCNN-based approach, especially for real-time
applications.

Table5 presents the comparison of the recognition rates and the training time
requirements of the LibriSpeech dataset with the proposed approaches. The method
presented in [41] gives an accuracy of 86%. Themethod in [29] usesMFCC and time-
based features, and these features are fed to a deep neural network, and the accuracy
of speaker identification was up to 89%. Another method in [42] uses MFCCsMap
as a feature and a deep learning network as the model for recognition, attaining 90%
accuracy. The proposed 3D CNN with MFCC as well as the chroma features gives a
recognition rate of 93.29%, while the ELM-based method could give an approximate
of 93%.

Regarding the training time, while deep learning takes hours for training, the
extreme learning-based approach takes only a few seconds. As we compare the
training time while using all the three datasets, we can notice this huge difference.
The two key reasons behind the slower learning of the deep neural networks are

• The slow gradient-based learning algorithms used for training
• Iterative tuning of the parameters of the network by the learning algorithms.

Table6 summarizes the features and model used for recognition in the recent state-
of-the-art techniques for speaker identification. It is clear that the Mel frequency
cepstral coefficients are the most powerful and increasingly popular feature extrac-
tion method for speaker identification. Combining the MFCC with other speech fea-
tures can result in astounding results when modern classification models are utilized.
Researchers have already proven the cogency of various types of deep neural net-
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Table 6 Comparison of features and recognition models used in the recent approaches for speaker
identification

Recent approaches Features Model for recognition

Bose et al. [43] MFCC Gaussian mixture Model

Chen et al. [30] FBank (Mel Filter Bank
Co-efficients) MFCC

ConditionalGenerative
Adversarial Network

Hong et al. [44] Acoustic feature embedding
from CNN based UBM,
articulatory features from
multilayer perceptron

Fully connected Neural
Network

An et al. [28] MFCC Two representative
CNNs-Visual Geometry Group
(VGG) and Residual neural
networks

Dhakal et al. [36] Univariate feature selection
from statistical features, CNN
and Gabor features

Support vector machine
Random forest classifier
Deep neural network

Borandag [35] MFCC Markov chain model

Sekkate et al. [32] SMFCC (MFCC from each
sub band)

i-vector modeling framework

Shahin et al. [31] MFCC Cascaded model of Gaussian
mixture model & Deep neural
network

Tiwari et al. [34] MFCC and other speech
features like energy, pitch and
LPC

Guassian mixture model

Proposed Approach MFCC
Short time Fourier
Transform (stft)
Constant q-transform (cqt)
Chroma energy normalized
statistics (cens)

CNN-SVM
ELM-SVM

works for efficient classification. Some contemporary works rely upon the coalesce
of deep neural network architecture with traditional methods, providing rather more
superior systems. The proposed approach combines MFCC with additional features
like stft, cqt and cens conducive to attain increased recognition rates. We have used
two cascade models, the CNN-SVM and the ELM-SVM model and demonstrated
that the ELM-SVMmodel surpasses the other while a trade-off between recognition
rate and training time is considered.
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6 Conclusion and Future Directions

The paper presents a comparative study of two speaker identificationmodels based on
deep learning and extreme learningmachines. Also, the paper describes in detail how
voice biometrics can be utilized in combating the post-pandemic era. The significance
of voice biometrics in the Internet of things scenario is also discussed.

The major barrier in adopting the current state-of-the-art speaker recognition
algorithms in the Internet of things is the inability to achieve a better trade-off between
the accuracy/recognition rate and time_space requirement of algorithms. We have
proposed two speaker recognition methods based on deep learning and extreme
learning machines. We could infer that the extreme learning machines are faster
than the deep neural networks by more than 50% and therefore more suitable for
IoT authentication. Also, the deep convolutional neural networks are found out to
be best suited for chroma features just as how MFCC feature works. Improving the
extreme learning machine accuracy by using restricted Boltzmann’s machine is in
consideration as future work. Furthermore, the voice feature values we obtain from
different devices differ for the same speaker itself. Also, the same speaker’s voice
through the same device differs in different pathological conditions. Considering
these facts, the development of a fuzzy fusion system tomodel the speaker recognition
task is a future scope since fuzzy logic can well deal with imprecise data.
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Random Permutation-Based Linear
Discriminant Analysis for Cancelable
Biometric Recognition

P. Punithavathi and S. Geetha

Abstract The increased use of biometrics in the present scenario has led to
the concerns over security and privacy of the enrolled users. This is because the
biometric traits like face, iris, ear, etc., are not cancelable or revocable. In case
if the templates are compromised, the imposters may gain illegitimate access. To
resolve such issues, a simple yet powerful technique called “random permutation-
based linear discriminant analysis” for cancelable biometric recognition has been
proposed in this paper. The proposed technique is established on the notion of a
cancelable biometric system through which the biometric templates can be revoked
and renewed. The proposed technique accepts the cancelable biometric template and
a key (called PIN) issued to the user. The user’s identity is recognized only when
both cancelable biometric template and PIN are valid, else the user is prohibited. The
performance of the proposed technique is demonstrated on the freely available face
(ORL), iris (UBIRIS), and ear (IITD) datasets against state-of-the-art methods. The
key benefits of the proposed technique are (i) classification accuracy remains unaf-
fected by using random permutation and (ii) robustness across different biometric
traits.

Keywords Biometric template security · Cancelable biometric recognition ·
Linear discriminant analysis · Random permutation · Template revocation

1 Introduction

Biometrics is a unique attribute possessed by every individual. It can be either physio-
logical (e.g., face, iris, fingerprint, palmprint, etc.) or behavioral (e.g., gait, keystroke
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dynamics, mouse dynamics, etc.) attribute to identify the user. With rapid techno-
logical advancements, biometrics have replaced passwords or personal identifica-
tion number (PIN) in several access control applications like financial, healthcare,
immigration, surveillance, etc. Principal component analysis (PCA) [1] and linear
discriminant analysis (LDA) [2, 3] are two popular approaches used in the biometric
recognition process. PCA is an unsupervised learning approach which learns eigen-
faces fromcovariancematrix generated by unlabeled training data. PCApreserves the
distributions in training data but has no information about the classification. Hence,
it fails miserably in pattern recognition (PR) applications. On the other hand, LDA
is a supervised learning approach. It generates optimal projection by maximizing
the between-class distance and minimizing the within-class distance, thereby LDA
is more influential than PCA in PR applications.

During biometric recognition, it is obvious that the dimension of the modality like
face, iris, etc., is higher than the number of sample images in the central database. This
leads to “Small Sample Size” (3S) problem [4]. The 3S problem can be alleviated by
increasing the number of sample images per person or by using a dimension reduction
technique. The former one becomes infeasible due to the storage cost, effort, and
time to be spent in collecting several sample images, hence selecting a dimension
reduction technique is better than increasing the number of sample images per person.
Among several linear dimension reduction techniques, random projection (RP) [5,
6] is a feasible approach as it maps a set of points in a high-dimensional space to
a new set of points in lower-dimensional space while approximately preserving the
pairwise distances between them.

Cancelable biometric system (CBS) [7] is a template securing mechanism which
generates cancelable biometric templates out of original biometric attributes for a
user-specific key. The cancelable biometric template is generated out of original
biometric attributes using a secure and discriminability-preserving transformation
function and user-specific key. In case of a database breach, the cancelable biometric
templates are alone compromised. Hence, the privacy of the biometric attributes is
preserved during attacks. The CBS also provides an added advantage of generating
numerous and diverse cancelable biometric templates for various applications just
by changing the transformation function and/or user-specific key, thereby preventing
privacy threats. In this way, CBS provides high level of security, privacy, and revo-
cability to biometrics that may help to increase public confidence for acceptance of
biometric-based systems.

2 Literature Survey

CBS is a biometric template securing technique in which enrollment and authentica-
tion are performed in the transformed domain. The CBS transformation techniques
have been broadly classified into biometric salting and non-invertible transforms as in
[8]. Apart from these two techniques, several other categories of CBS have emerged
in recent times.
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Biometric salting can be defined as a transformation technique which generates
cancelable biometric templates is by mixing in an artificial pattern. The mixing
patterns can be a random/synthetic pattern or a pure random noise. Non-invertible
transformation technique can be defined as a cancelable biometric template genera-
tion technique which uses a secret key as a constraint for the transformation function.
Several other techniques have risen in recent times. For instance, hashing-based trans-
formation [9–11] uses the index positions of the biometric feature template derived
from several basic hashing techniques to generate cancelable templates. The Bloom
filter-based transformations were introduced in [12]. The Bloom filters were initially
introduced by Rathgeb et al. in [13–15] which map multiple code words to identical
position to generate cancelable biometric templates.

The following research gaps have been identified from the literature survey.

• The transformation is mostly applied at feature level which becomes time.
There exists a research gap for generating cancelable templates by applying the
transforms at the signal level

• The 3S problem persists if the dataset contains less number of sample images
• The security, privacy, revocability, and diversity of the biometric information of

user must be preserved simultaneously while achieving good recognition rate

This work proposes a novel cancelable biometric recognition technique called
Random Permutation-based Linear Discriminant Analysis (RPLDA) method that
addresses the above issues. The approach aims to generate secure, revocable, non-
invertible, privacy-preserving, and performance preserving templates even in the
stolen token scenario.

The research contributions of the proposed system have been listed as follows:

• The proposed cancelable biometric template generation system—RPLDA is
capable of generating cancelable biometric templates which have been trans-
formed at the signal level

• The 3S problem has been alleviated by employing LDA
• The recognition performance of RPLDA has been proved to be better in the

transformed domain
• The RPLDA satisfies the basic properties of CBS such as non-invertibility,

diversity, unlinkability, and revocability which are evident from the research
outcomes

The rest of the paper is organized as follows. Section 3 explains the proposed
RPLDA technique, analysis of the relationship between LDA and RPLDA and its
applicability as a cancelable biometric system. Section 4 mentions the experimental
setup. Section 5 describes the results. Section 6 gives a brief conclusion.
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3 Proposed Technique

Intermediate templates are generated by employing a random permutation matrix on
the given training images of the biometric traits. The random permutation matrix is
chosen to be the PIN. The randompermutationmatrix is selected to be amatrixwhose
entries are “0” and “1”, distributed randomly. Through the proposed technique, the
cancelable features in the intermediate templates are recognized using LDA [2, 3].
The finally extracted cancelable features are the discriminant vectors which comprise
the cancelable template.

3.1 Preliminaries of LDA

LDA is a popular feature extraction technique. The main objective of the LDA is to
derive the direction along which the variance in the data is high.

Assume that x ∈ �d is a column vector and it represents each image in “d”
dimensional space. If there are “c” users, i.e., {1, 2, 3, . . . , c}, such that each user
has Ni images. Thus, the total number of training images is given by Eq. (1)

N =
N∑

i=1

Ni (1)

Let x̂ represent the mean image vector of the training data as shown in Eq. (2)

�

x = 1

N

N∑

i=1

Ni
�

xi (2)

where the value of
�

xi is given by Eq. (3)

�

xi = 1

Ni

N∑

i=1

x (3)

The total scatter matrix (M) for the training data is given by Eq. (4) as below:

M = Mw + Mb (4)

whereMw andMb arewithin-class scattermatrix and between-class scattermatrix,
respectively as given by Eqs. (5) and (6).

Mw =
c∑

i=1

(x − �

xi )(x − �

xi )
t (5)
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Mb =
c∑

i=1

Ni (
�

xi − �

x)(
�

xi − �

x)t (6)

The criterion function (J) for a projection matrixψ = {w1|w 2|. ...|w c−1} is given
by Eq. (7)

J (ψ) =
∣∣ψ t Mbψ

∣∣
|ψ t Mwψ | (7)

For an optimal projection matrix, say ψ∗ the eigenvectors corresponding to the
largest eigenvalues and can be modeled as

ψ∗ = {w∗
1 |w ∗

2|. ...|w ∗
c−1}.

Thus, the transformed data points (T ) are given by Eq. (8)

T = ψ t x (8)

3.2 Proposed RPLDA Scheme

A random permutationmatrix is projected on the sample image of the biometric traits
of the users thereby generating an intermediate template which is a column vector.
The random permutation matrix is chosen to be an involutory matrix to convert the
given sample image into a column vector. The cancelable templates are generated
by extracting the LDA features out of the intermediate template. Thus, the biometric
patterns can be renewed or revoked whenever required just by changing the random
permutation matrix.

If x is an input sample, then a random permuted image (x′) or an intermediate
template can be generated from the input sample x using a random permutation
matrix R, as represented in Eq. (10).

x ′ = Rx (10)

The LDA features of the intermediate template are determined to construct the
cancelable template.

The various entities involved in the generation of the cancelable templates using
the proposed RPLDA scheme have been illustrated in Fig. 1. The users are enrolled
in an application during the enrollment phase. The users are verified during the
verification phase. During the enrollment phase, the biometric image sensor captures
the image samples of the biometric trait of the user. The random permutation matrix
projection unit generates a random permutationmatrix which is an involutorymatrix.
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Fig. 1 Enrollment phase and authentication phase in proposed system

This random permutation matrix is projected on the image sample of the user to
generate an intermediate template. The LDA feature extraction unit extracts the
features from the intermediate template to generate a cancelable template which is
stored in the database.

During the authentication phase, the user again produces the biometric trait to
the biometric imaging sensor. The random permutation matrix projection uses the
samematrix which was generated in the enrollment phase from the user to generate a
query intermediate template. The LDA feature extraction unit extracts LDA features
from the query intermediate template and generates a query cancelable template.
This query template is matched with the cancelable template stored in the database
by the matching unit to grant access to the application, in case if the templates match.

A sample face image and its corresponding cancelable template are shown in
Fig. 2. The major contribution of the research work is the relationship between
eigenvalues and eigenvectors of original biometric images and cancelable templates.
The eigenvalues possessed by the original biometric patterns and the cancelable
templates are the same. But the eigenvectors of the cancelable template are randomly
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(a) (b) (c) (d)

(e) (f) 

Fig. 2 a Sample face image from ORL dataset; b cancelable template generated from a sample
face image in (a) using proposed RPLDA; c sample iris image from UBIRIS dataset; d cancelable
template generated from sample iris image in (c) using proposed RPLDA; e sample ear image from
IITD dataset; f cancelable template generated from sample ear image in (e) using proposed RPLDA

permuted form of the eigenvectors of the original biometric images. The randomly
permuted intermediate templates correspond to the random permutation matrix.

4 Experimental Setup

The cancelable template has been generated using proposed RPLDA technique using
the iris, face and ear biometrics are chosen from publicly available datasets like
UBIRIS [16], ORL [17], and IITD [18] databases, respectively. Table 1 displays the
details of the databases.

The performance of the proposed techniques is evaluated in terms of the security
provided by the proposed technique, average classification accuracy, and average
training time of the algorithm. The training image from each identity is selected
randomly and the remaining images are used as testing set. This process is repeated
40 times to achieve a stable classification accuracy and average training time. All

Table 1 Summary of
datasets used in experiments

Dataset No. of subjects Image size Total

ORL 40 112 × 92 400

UBIRIS 241 150 × 200 1877

IITD 125 180 × 50 493
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the experiments are performed on Intel Xeon E3 CPU 2.4 GHz with Windows 7 and
8 GB memory.

5 Results and Discussions

In this section, the performance of the proposed technique has been analysed both
qualitatively and quantitatively with other state-of-the-art methods, viz. Gray-Salt
(GS)PCA,Block-Remapping (BR)PCA, andRPPCA[19]. The cancelable templates
were generated independently using each technique. The classification accuracy for
each technique has been determined using nearest neighborhood technique. Then the
classification accuracies have been compared with the classification accuracy of the
proposed RPLDA technique.

The classification accuracy measures the percentage of identities correctly clas-
sified by some technique or algorithm. It depends on factors such as the number of
training used and the number of dimensions in the transformed representation. The
clssification accuracy of the proposed RPLDA technique has been reported in Table
2. The classification accuracy of the proposed technique is higher when compared to
the state-of-art techniques like GSPCA, BRPCA and RPPCA as shown in Table 2.

The equal error ratio (EER) is the metric which is used to measure the matching
performance of a CBS. The EER value must be as low as possible to indicate that
CBS has a good matching performance. The EER value of the proposed system is
calculated and compared with the EER values of the RPPCA, GSPCA, and BRPCA.
The EER comparative results have been listed in Table 3. It can be inferred from
Table 3 that the EER of the proposed system is lower than the other state-of-the-art
techniques,

Table 2 Classification
accuracy achieved by
proposed RPLDA technique

Techniques Classification accuracy (%)

ORL UBIRIS IITD

RPPCA 93.84 92.98 90.24

GSPCA 87.68 85.35 83.66

BRPCA 86.99 84.96 83.13

Proposed RPLDA 95.33 94.89 92.67

Table 3 EER (%) achieved
by the proposed RPLDA
technique

Techniques EER (%)

ORL UBIRIS IITD

RPPCA 6.72 6.28 8.33

GSPCA 11.43 14.13 15.39

BRPCA 12.38 17.38 14.36

Proposed RPLDA 4.21 5.43 6.52
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Table 4 Training time (in seconds) required by the proposed RPLDA technique

Dataset No. of training images

2 3 4 5

Training time (in seconds)

ORL 0.165 0.269 0.612 1.478

UBIRIS 5.111 6.547 9.124 12.96

IITD 0.412 0.613 0.948 1.631

The average training time required by the proposed techniques is shown in Table
4. The RPLDA has been trained using only few training images of each user to
alleviate 3S problem [20]. The average training time over 40 runs of the proposed
algorithm was measured on all the datasets as shown in Table 4. It is observed that
the training time of the proposed technique increases with an increase in the number
of training images. It can be readily observed from Table 4 that the training time
required by RPLDA is significantly less and feasible.

The cancelable templates generated using the proposed system are non-invertible.
If a brute-force attack has been simulated against the cancelable templates generated
using the proposed system, then the number of iterations required to reverse-engineer
the cancelable templates is completely dependent on the input image size. It will take
(112 × 92)!, (150 × 200)!, and (180 × 50)! for achieving a preimage of the original
biometric image. It is very difficult to reverse-engineer the cancelable templates
generated using the proposed system. Hence, the cancelable templates generated
using the proposed system are non-invertible.

The cancelable templates generated using the proposed system are diverse. A
user can register to different applications using different cancelable templates which
correspond to a single biometric pattern. This is achieved just by changing the random
permutation matrix. With the change in the pattern of the entries in the random
permutation matrix, the cancelable templates also change. Assume if there are “n”
entries in a random permutation matrix, then “n” different cancelable templates can
be generated from the input biometric pattern.

6 Conclusion

In this research work, a simple yet powerful technique called as random permutation-
based linear discriminant analysis (RPLDA) has been proposed. The proposed tech-
nique is applicable in cancelable biometric recognition. The users are required to
provide their biometric trait and the PIN which is the random permutation matrix.
The random permutation matrix is projected on the biometric image and an inter-
mediate template is generated. The LDA extracts cancelable features from the inter-
mediate template and generates the cancelable template. The effectiveness of the
proposed technique has been illustrated by the results of the experiments conducted
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on different datasets. The classification accuracy of the proposed technique is found
to be better than the state-of-the-art techniques. The training time is also found to be
very less. The proposed technique is also proved to be effective against 3S problem.
The future study can be directed toward application of diagonal LDA for cancelable
biometric recognition.
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A Deep Learning-Based Framework
for Distributed Denial-of-Service Attacks
Detection in Cloud Environment

Amit V. Kachavimath and D. G. Narayan

Abstract The widespread cyberattack is distributed denial of service (DDoS). The
unauthorized userswill target the specific server or network infrastructure byflooding
with malicious Internet traffic by creating the interruption in the normal traffic. The
victim server will not be able to respond to legitimate traffic. The DDoS attacks
recognition in real time is one of the challenging problems. The predictable solutions
analyze the traffic and detect the different types of activities from captured traffic
based on attributes of statistical differences. The alternate approach for identifying
the performance of DDoS attacks is the analysis of the statistical features using
machine learning algorithms. These detection techniques have a low detection rate
and time delay. The new approach for the DDoS attack detection was proposed by
capturing different patterns of sequences from the captured traffic and analysis of the
high-level features using deep learning and can be used with a high detection rate.
The results of the proposed methodology have demonstrated the better performance
of long short-term memory (LSTM) approach with good accuracy compared to the
convolutional neural network (CNN) and multilayer perceptron (MLP).

Keywords Distributed denial of service · Deep learning · Long short-term memory

1 Introduction

Cloud computing is storage, management, computing, and networking with the
advent of the Internet. Cloud computing is obtaining higher momentum because
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of the growing technology trends and rapid business migration in computing infras-
tructure. Google, Amazon, and Microsoft servers are being distributed that are flex-
ible and secured geographically located all over the world. The DDoS attacks will
consume the cloud resources like bandwidth and computation capacity and cause
destruction for an entire cloud application with a short span of time.

The DDoS attacks are an illegal attempt to interrupt the normal flow of traffic
for the network infrastructure like host, virtual machine, and servers by flooding
the target victims with annoying Internet traffic. The exploited systems can be the
combination of different network components like Internet of things (IoT) devices,
switch, router, host, and controller in a software-defined network [1]. The traffic
arriving from these exploited devices will interrupt legitimate traffic and will not be
able to provide the service for the authenticated service request.

The Web applications and network services are flooded with network traffic from
unauthorized requests. The cloud is a pool of resources that are shared among the
browser, host, server, and network level that leads to the open eye for DDoS attacks
[2]. The two different objectives for DDoS attacks are to reduce the performance of
the server and hide the identification of the attackers—the highlight for the require-
ment of a complete distributed and cooperative defense approach by using a machine
learning approach. The different machine learning algorithms like support vector
machine, random forest, Naïve Bayes, and decision tree are used for the classifi-
cation of DDoS attacks [3]. These algorithms are used to parse data, learn from it,
and make informative decisions of the prior knowledge acquired by it. The machine
learning approach has limited capability for tuning of hyperparameter.

Deep learning will enable a machine to effectively analyze issues with the archi-
tecture of hidden layers that are composite of being programmed manually. The
deep learning approach gets a superior hand compared to machine learning while
handling the colossal volumes of unstructured data. The tuning of hyperparameter
can be done effectively compared to machine learning [4]. The DDoS attacks are
increased by 500% from unauthorized requests of 26Gbps, by the reference of the
Q2 2018 report of the Nexus guard’s. It is affecting the organization’s performance
financially and also disrupts the authenticated requests [5]. The identification of the
anonymous traffic is challenging as the traffic is geographically distributed from
different locations, and if the IP is spoofed of the attacking device, then tracking the
geographic location is difficult. The detection of the attacks can be done by collecting
the network traffic and analyzing the statistics of the attributes [6]. The challenging
problem in network security is the mitigation of DDoS attacks.

The challengewas addressed by implementing theDDoS attacks detection system
using the deep learning approach.Theproposed framework consists of threemodules:
the first module is data preprocessing, the second module is the detection of the
attacks using deep learning classification model, and the last module is the perfor-
mance evaluation. The framework was implemented using a benchmark dataset. The
first module is the priority processing of the dataset, data cleaning by filtering, and
modifying the data that makes the exploration of the data convincing and selection
of the specific features for DDoS attacks detection with higher priority—the three
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different approaches of deep learning MLP, LSTM, and CNN. The performance of
the implemented model is measured using the accuracy and confusion matrix.

The remaining content of paper is devised as follows: Sect. 2, an overview for
the earlier research work. Section 3 consists of an overview of the implementation
of the detection of DDoS attacks. Section 4 consists of the experimental results and
in Sect. 5, conclusion and future scope.

2 Related Work

The DDoS attacks are being identified as the second most attacks of cybercrime
compared to the stealing of confidential data. It will consume cloud resources like
bandwidth and CPU utilization and reduce the overall performance of the cloud. The
detection and mitigation of such attacks in cloud computing must be of high priority
for maintaining eHealth of the cloud. Sahi et al. [7] have proposed a new classifier
system for the prevention of the TCP flooding for the public cloud, and the proposed
system offers classification of the incoming network traffic and classification of the
attacks using support vector machine (SVM). The wide range usage for the standard
IEEE 802.11 has been one of the acting key solutions for supporting security threats
against TCP flooding. Ruswin et al. [8] denoted that anomaly detection using the
decision tree in the network, and KDDCup’99 benchmark dataset is used to perform
the experiment, and they also exploit integration of good pattern recognition of
classification proficiencies using the random forest prand J48. The real-time detection
of TCP-based attacks that extracts the effective features for the TCP traffic and
classifies the malicious traffic from legitimate by using the two different decision
classifiers. The proposed approach is implemented using the simulated ISCX IDS,
CAIDA 2007, and real-time dataset from Baidu cloud platform. The experiments
have shown a better detection rate for the attacks and lower alarm rate [9].

The proposed approach is implemented using the simulated ISCX IDS, CAIDA
2007, and real-time dataset from Baidu cloud platform. The experiments have shown
a better detection rate for the attacks and lower alarm rate. Zekri et al. [10] have
proposed theDDoSattacks detection systemusingC4.5 algorithm, and it is integrated
with signature-based identification that generates the decision tree for performance
evaluation. The experiment was carried out in Open Stack Juno for constructing
the public, private, and hybrid cloud, and the detection rate was 98%. The seminal
contributions have been used with the approach of data mining for the identification
of DDoS attacks; threshold-based value follows the relearning of the algorithm that
increases the value for classification of traffic accuracy. The proposed approach
consists of two steps collection of network traffic using NetFlow protocol and data
mining algorithm for the analysis of new traffic. The collected network traffic is based
on the threshold value of data mining and segregates legitimate and malicious traffic
[11]. The low rate of DDoS attacks will exploit the vulnerability for control of TCP
congestion by flooding the illegitimate traffic at a lower constant rate and decrease
the performance of the victim machine. The higher and lower threshold value will
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be able to efficiently filter around 79% of the network traffic with a better detection
rate [12].

The identification of the attacks at the early stage is one of the emerging challenges
of cybersecurity. The analysis of communication between the compromised bots and
the legitimate server is one of the key features in the detection of attacks. The support
vector machine and principal component analysis (PCA) are used for the extraction
of features and random forest for building the classificationmodel [13]. The detection
of DDoS attacks in the application layer is a complex concern forWeb security; many
of the authors have proposed the different techniques for the detection of the DDoS
attacks in the network and transport layer compared to the application layer. In this
approach, deep learning is introduced for analyzing the features of application-layer
attacks. The proposed deep learning framework consists of more than three layers;
an autoencoder is used. The performance of the proposed approach has been repre-
sented by a better detection rate [14]. Kim et al. [15] have represented the different
approaches for intrusion detection systems (IDS) using artificial intelligence. The
experiments were performed using the benchmark dataset KDD Cup 99. The four
hidden layers, hundred hidden units, ReLU activation, and Adam optimizer, were
used to perform the experiments. The series of recent studies have indicated that
early detection and the isolation policy will help in the identification of legitimate
clients at the early stage.

3 Proposed Methodology

In this section, we give a summary of deep learning algorithms that are used for
implementation. The key features and statistical analysis of the dataset are repre-
sented, different steps for data preprocessing, the framework of deep learning, and
evaluation metrics for the framework of DDoS attack detection.

3.1 Introduction to Deep Learning Models

Artificial neural network (ANN) is an efficient computing system for the analogy
of biological neural networks. ANN captures a huge amount of information that is
interconnected with the specific pattern to communicate among multiple neurons
and hidden layers. The nodes are the processors operating in parallel to provide the
communication between the input and output layer. The neurons are interconnected
with the link that is associated with a weight that contains information of the input
signal. The nodes in the neural network have an internal state that includes the knowl-
edge of the activation signal. The output signals are generated after the combination
of input signals and activation function result being communicated to other nodes.
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3.1.1 Long Short-Term Memory

LSTM is the specific type of recurrent neural network (RNN) used for the sequence
predictions of different complex problems that are capable of learningwith long-term
dependency. The LSTM is popularized by many people in deep learning that they
work tremendously on the various varieties of problems. Most of the layers in the
neural network will have multiple chain repetitive modules that contain the structure
of the tanh layer. The looping arrows of the LSTM cell define the recursive feature
of the cell, and parameters of the LSTM are also called as cell state. The recursive
feature allows storing the information of the previous intervals. The LSTMwill store
the information from the previous interval and will proceed with the next state. The
state of the cell is being upgraded by using forget gate that is being placed below the
cell state by the modulation of the input gate. The equation specified of the cell state
will forget by multiplying using forget gate and will add new information through
the output of the input gates.

The prime feature of LSTM is amemory cell, also called as cell state; the gates are
components in LSTM, which are used for synchronizing by adding or eliminating
information. LSTM contains a neural layer of sigmoid and multiplication operation
among vectors of input data. The LSTM architecture is as shown in Fig. 1. The input
time for the step (Xt), hidden state by using the time step of previous data (St−1).
Hidden state (St) is calculated as follows (Fig. 2):

Forget gate (f t):

ft = σ
(
XtU f + St−1W f + b f

)
(1)

The values of the layer input gate (it) decides that it needs to be simplified in a
second way. The representation of the two layers using tanh is given by the following
steps

it = σ(XtUi + St − 1Wi + bi ) (2)

Fig. 1 Architecture of LSTM
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Fig. 2 Forget gate equation

Ct = tanh(XtUc + St−1Wc + bc) (3)

The previous state of the Ct−1 is reduced to the new state Ct that is represented
by:

Ct = Ct−1 ⊗ ft ⊕ it ⊗ C̃t (4)

The value of the output gate (ot) is represented by:

ot = σ(XtUo + St−1Wo + bo) (5)

St = ot ⊗ tanh(Ct ) (6)

The forget gate is also called a remember vector. The output obtained for the
forget gate will provide information for the cell state by multiplying the value 0 for
the position of a given matrix [16].

The output for the forget gate will act as input for the next stage that updates the
information to the cell state by multiplication of the value zero in a given matrix;
after processing, the production is one for the forget gate, and information is stored in
the cell state. The sigmoid activation function is being applied with the hidden state
and weighted observation. The input gate is also called a save vector. The sigmoid
function is used in the input gate to obtain the range [0, 1]. The sigmoid function
will be able to add the memory.

3.1.2 Convolution Neural Networks (CNNs)

CNN is regularized version of a multilayer perceptron. CNN is developed based on
the working of the animal visual cortex neurons. CNN is the composition of the
multiple layers that represents the complex attributes of the data. The applications of
CNN are autonomous vehicles, robotic applications, image processing, and intrusion
detection system. The convolution is the integration of multiple functions that shows
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how the input of one function will modify the values of the other function. The
three features of this process are data input, feature reduction, and feature map. The
feature detector is referred to as a kernel. The input data is multiplied with elements
for the matrix representation of the given input data to perform feature reduction.
The activation map is used to increase the throughput by reducing the input features.
The features are the unique characters used to identify that specific object.

3.1.3 Multilayer Perceptron (MLP)

The multilayer perceptron contains the class of neural network that represents at
least three nodes for I/O processing. The MLP is the combination of the input layer,
multiple hidden layers, and the output layer, the hidden and output layer uses a
nonlinear activation function. The hidden layer acts as an interface between the
input and output layers. The MLP uses back propagation for the training of the
data and nonlinear activation function for neurons to model the behavior like the
human brain. The backpropagation consists of two important steps forward pass and
backward pass. The forward pass is the evaluation of expected output respective of
the given input. The backward pass is the process of the partial derivative of different
features that are propagated back to the network.

3.2 Framework for Detection of DDoS Attacks

The framework for recognition of DDoS attacks is represented in Fig. 3, with the
three different deep learning algorithms. The framework comprises of three impor-
tant steps: preprocessing of data, deep learning approach, and performance metrics
evaluation of the proposed algorithms.

The proposed framework includes the processing of the input data from the bench-
mark dataset and real-time dataset captured from the network traffic. The attributes
of the benchmark dataset are being refined. The feature selection of the attributes
is made by using the rank correlation approach. The benchmark dataset contains 41
features, and after applying rank correlation, eight essential features that are highly

Fig. 3 Proposed framework for the recognition of DDoS attacks
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correlated are being extracted. The extracted features are count, destination bytes,
protocol type, same srv rate, service, src bytes, srv count, and label.

3.3 Overview of Dataset

The benchmark dataset contains 41 features in it, and it is classified into four different
types based upon their behavior of attacks. The root to local attack is launched to
gain unauthorized access of any victim machine in the network infrastructure, user
to root attacks in which the attacker gains the different access rights from a normal
instance to gain the access of the root system and probe attack is the new threat for
collaborative in the intrusion detection system. The data analysis of network traffic
is performed by fetching the different attributes from the network infrastructure. The
attacks of the label are categorized into two types 0 and 1. The label 0 indicates normal
behavior, and 1 represents an attack. The distribution of the dataset is represented in
Fig. 4. 70% of the data is used for training the algorithm, and 30% is used for testing.
Table 1 represents the statistical distribution of the train and test dataset.

The rank correlation is used for feature extraction, and among41 features, eight are
being extracted. The dataset of eight features count, srv_count, destination_bytes,
src_bytes, protocol_type,same_srv_rate, service and label is being filtered by the
elimination of nan values. The rank correlation is the robust measure used tomeasure
the linear association of multiple variables. The properties are robust with outliers
and being immutable under the monotonic incremental transformations of data. The
empirical values of data are used to estimate the relationship among variables. The
coefficient of the rank correlation is in the interval between −1 and 1. The higher
value represents a better correlation among variables.

Fig. 4 Dataset distribution
for train and test data
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Table 1 Statistical representation of the dataset

Sl. no. Benchmark
dataset

Total no. of
samples

No. of features Total no. of
training
samples

Total no. of
testing samples

1 KDD Cup 99 494,021 41 345,815 148,206

2 NSL-KDD 29,176 41 20,424 8752
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4 Experimental Results

The benchmark datasets and real-time network traffic captured from the private cloud
deployed with configuration of 6 servers of 128 cores, 512 GB RAM and 30 TB
of virtualized storage from multiple virtual machines has been classified into two
parts, namely train and test dataset. The low orbit ion cannon (LOIC) tool is used to
simulate theDDoS flooding attacks in a real-time environment. The confusionmatrix
is the tabular representation for the classification model evaluation with parameters
true positive (TP), true negative (TN), false positive (FP), and false negative (FN). It
provides an analysis of correct and incorrect predictions. We also compute the recall,
accuracy, precision, and F-measure using the following equations [17],

Acc = TP + TN

TP + TN + FP + FN
(7)

Rec = TP

TP + FN
(8)

Prec = TP

TP + FP
(9)

F - meas = 2*Rec*Prec

Rec + Prec
(10)

FPR = FP

FP + T N
(11)

The proposed methodology for the DDoS attacks detection is evaluated by
carrying out the experiment with the benchmark and real-time dataset. The perfor-
mance of the proposed method is evaluated using the accuracy of the metric, F-
measure, precision, and recall. The accuracy obtained for the LSTM is 93.29% for
NSL-KDD, 95.66% for real time and 99.09% for KDDCup 99 dataset. The accuracy
is used to represent the rate of correct classification of the entire data over the incorrect
classification results. The performance of LSTM is evaluated by comparing it with
CNN and MLP. The false positive rate (FPR) for KDD Cup 99 is 0.0196, NSL KDD
is 0.037, and real time is 0.029 using LSTM. The recall, F-measure, and precision
of LSTM are better compared to CNN and MLP (Figs. 5 and 6).

The visualization of the performance for the proposed deep learning approachwill
provide a better sense of data that is poured into the model and make the informed
decision for the changes that need to be made in hyper parameters. The benefits of
visualization are to evaluate the underfitting or overfitting of the curve and updating
the hyperparameters to increase the detection rate.

The graph of model accuracy and loss with NSL KDD is represented in Figs. 7
and 8, KDD Cup 99 in Figs. 9 and 10 for the benchmark and real-time dataset in
Figs. 11 and 12.
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NSL KDD

5 Conclusion and Future Scope

In this paper, we propose a novel mechanism for handling DDoS attacks detection in
cloud environment. The proposedmechanism safeguards the cloud infrastructure that
is being flooded with unsolicited traffic and provides a better quality of assurance
in service for different cloud consumers—the detection of flooding attacks in the
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Fig. 8 Model loss of NSL
KDD

Fig. 9 Model accuracy of
KDD Cup 99

Fig. 10 Model loss of KDD
Cup 99
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Fig. 11 Model accuracy of
real time

Fig. 12 Model loss of real
time

private cloud using the machine and deep learning approach. The experimentation
was carried out using an open stack operating system [18]. The detection of DDoS
attacks uses a software-defined network (SDN) using two levels of security. The
first level detection of signature-based attacks using Snort, and the second level
using machine learning and deep neural network to detect anomaly-based attacks
[19]. The new approach of rank correlation for feature selection and LSTM for
classification of malicious and legitimate traffic. The LSTM was compared with
the two other deep learning models CNN and MLP. The performance and accuracy
of LSTM are better compared to the other two models. The accuracy of 99.09%
with KDD Cup 99’, 93.29% with NSL-KDD, and 95.66% with the real-time dataset
is obtained. The performance is better compared with the state-of-the-art approach.
Through experimental results being conductedwith differentDDoS attacks,we prove
the proposed novel mechanism is an effective and innovative mechanism for the
supervision of DDoS attacks in a cloud environment.
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As future work, we plan to design and implement a scalable deep learning-based
DDoSattacks recognition systemanddeploy in a software-definednetwork controller
with the incremental learning technique. It can be deployed as the virtualized func-
tion. The proposed approach can be extended for building the new scheme of the
multimachine recognition in data center networks that plays the role of an efficient
recovery algorithm.
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Automation for Furnace in Thermal
Power Station Using Public Key
Cryptography

M. Prathyusha, Padmanabha Nikitha, S. Rajashree,
and B. Prasad Honnavalli

Abstract Data is facts and statistics collected together for reference or analysis and
it must be protected from corruption or unauthorized access. Data security is practice
as well as technology of securing or protecting valuable and sensitive information
by means of encryption of data. It is also known as information security. Data can
be guarded using various hardware and software technologies. Some common ones
include antivirus, encryption, firewalls, etc. Safeguarding the sensitive data from
corruption and unauthorized access protects from malicious use of the data. Cryp-
tography refers to securing information usingmathematical concepts and techniques.
Data encryption software enhances data security with more efficiency. To an autho-
rized person, the encrypted form is absolutely unreadable. The main objective of
this paper is encryption and decryption of data received by temperature sensor and
motion sensor that has been done using the ECC method.
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1 Introduction

Power plants are much safer than they were before. There are strict norms. Power
plants have improved employee safety to a great extent. Safety requirements, rules
and regulations have been established to create a safe environment. However, the
employees still encounter hazards. Themost common hazards that occur to the power
plant employees are electrical shocks, burns, boiler fires, explosions and contact with
dangerous chemicals. Standing directly in front of the doors is dangerous. Furnace
pulsations produced by firing conditions, soot blower operations or tube failure can
blow hot furnace gases out of the open door.

Cryptography is a really powerful method of securing sensitive data. It is amethod
of protecting information and conversations using codes so that only those who are
authorized can read and process the data. The prefix “crypt-” means “hidden” or
“vault” and the suffix “-graphy” means “writing.” It provides the four most basic
services of information security—confidentiality, authentication, data integrity and
non-repudiation.

In general, there are three types of cryptography—symmetric key cryptography,
public key cryptography and hash functions. Sensor network services use the sensor
data from low end-IoT device of the types widely developed over long distance. In
our case, actual temperature is not private. There might be a theft where attacker may
provide false temperature and it can cause an undesirable response such as, turning
on the furnace unnecessarily. As the plant comprise of high temperature, to ensure
no human activity near the power plant motion sensor is considered.

2 Concepts Used

A. Plain Text
The text in normal form without any encryptions applied yet is called as plain
text.

B. Cipher Text
It is the result of encryption algorithm applied to the plain text. It is not readable
until it is converted back to plain text with help of a key.

C. Public Key Cryptography
This is a type of cryptography where we use two keys. A public key which
everyone will know and a private key which only you will know (Fig. 1).

D. Symmetric Key Cryptography
This is the second type of cryptography. Here, we use only one key to both
encrypt and decrypt the information (Fig. 2).

E. Trapdoor Function
A function f is trapdoor if it is easy to compute f (x), given x. But hard to
compute x, given f (x). An extra trapdoor information makes it easy and then x
can be computed (Fig. 3).
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Fig. 1 Public key
cryptography

Fig. 2 Symmetric key cryptography

Fig. 3 Trapdoor function

F. Elliptic Curve Cryptography
It is a powerful cryptography approach where it uses mathematical tools like
elliptic curves to generate the key to encrypt and decrypt the data.

G. Routing
It is defined as the process of selecting a path for traffic in a network or between
or across networks. Routing is a high-level decisionmaking that directs network
packets from the source to destination through intermediate nodes.
The elliptic curve cryptography algorithm is used to encrypt and decrypt the
data generated by the sensors—temperature sensor and motion sensor and is
being displayed.
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3 Proposed Method

Elliptic curves have been studied for a long time in the field of number theory
and algebraic geometry. An elliptic curve is a set of points that satisfy a particular
mathematical equation. This method can offer security with shorter keys with the
security level same as in the RSA algorithm. It is designed for devices with limited
compute power. Since the key sizes are small, elliptic curve cryptography algorithms
can be implemented on smartcard without mathematical coprocessors. Hence, it is
becomingwidely used and important in the wireless communication areas. Similarly,
it is also expected to become increasingly important for wireless sensor networks.

The main advantages of elliptic curve cryptography are—it uses smaller keys,
cipher texts, supports very fast key generation. It scores over RSA because of it
moderately fast encryption and decryption. ECC computations use less memory and
CPU cycles compared to RSA.

Elliptic curve cryptography is based on the difficulty of solving the Elliptic Curve
Discrete Logarithm Problem (ECDLP). Though it is a hard problem, it is easy to
state: Given two points, A and B, on an elliptic curve, integer n has to be found out
such that:

B = nA

An elliptic curve is defined by an equation in two variables with coefficients.
Elliptic curves are not ellipses. Ellipses are formed by quadratic curves. Elliptic
curves are always cubic. The curves can be defined over any field of numbers (i.e.,
real, integer, complex, etc.). Cryptographymakes use of such elliptic curves in which
the variables and coefficients are all restricted to elements of a finite field. The elliptic
curve equation is (Fig. 4)

Fig. 4 Elliptic curve
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y2 = x3 + Ax + B

This equation is also referred to as Weierstrass equation of characteristic 0.

A. Algorithm

Let E(a,b) be the elliptic curve. Consider the equation

B = K ∗ A

Here, if K and A are known, it is easy to find B. But we have defined A and B.
Hence, it is difficult to find K. “n” is the limit point on elliptic curve.

• Define the global elements E and G where G is the point on elliptical curve which
is greater than n

• User A key generation:

1. Select private key Na which should be less n.
2. Calculate the public key Pa:

Pa = Na ∗ G

3. Calculate the secret key Ka:

Ka = Na ∗ Pb

• User B key generation:

1. Select private key Nb which should be less than n
2. Calculate public key Pb:

Pb = Nb ∗ G

3. Calculate secret key Kb:

Kb = Nb ∗ Pa

• Encryption:

1. Pm is the sensor output data which has to be encrypted and is lying on the
elliptic curve.

2. Cipher point is calculated using

{(K ∗ G), (Pm + K ∗ Pb)},

where K is a random integer.

• Decryption:
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1. Take the first co-ordinate from the cipher point and multiply it by B’s private
key:

K ∗ G ∗ Nb

2. Take the second co-ordinate from cipher point, subtract K*G*Nb from it.

Pm + K ∗ Pb − (K ∗ G ∗ Nb)

We know that, G*Nb = Pb

Pm + K ∗ Pb − (K ∗ Pb)

Hence, Pm is the original text.
3. Decryption is successful.

B. Basic Code

As explained in the algorithm, the values are initialized and coded as follows:

#Make E and G global variables
global Eq,G
G=205
#UserA private key
Na=180
#UserB private key
Nb=185
#K is random integer less than n
K=150
#find User A public key
Pa=Na*G
#find User B public key
Pb=Nb*G
#find User A secret key
Ka=Na*Pb
#find User B secret key
Kb=Nb*Pa
#limit ’n’
n=194
#Pm is the list of values that has to encrypted
Pm= []
j=135
while j<=n:
Pm.append(j)
j+=1
print Pm
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#find first co-ordinate in cipher list
FCo=K*G
#Cipher is the list of the encrypted values
cipher=[]
#coordiates and cipher text
print"Elliptical coordinates are:”
for i in Pm:
#second co-ordinate in Cipher list
SCo=i+(K*Pb)
print (FCo,SCo)
cipher.append(SCo)
print ”Ecrypted values=”,cipher
original=[]
#decryption
D=Nb*FCo
print ”D”,D
for i in cipher:
D1=i-D
original.append(D1)
#original is the list of decrypted values
print ”Decrypted values=”,original

In this code, the values that are appended to the Pm list are encrypted and added
into the cipher list. Then, the values from the cipher list are decrypted and appended
into the original list for displaying.

By making a few changes in the code, it can be used for a longer time or an even
shorter time.

C. Technology used

Cisco Packet Tracer is an effective education simulation software which supports
computer networks for experimenting and practicing network related projects. In this
software, the networking devices appear as they would in real life and that enables
thorough understanding in various networking devices and techniques. The path of a
packet can be tracked when it moves from source to destination. Various tests can be
run so that different kinds of network failures can be understood and troubleshooting
them also can be learnt. The packet tracer can also be utilized to learn different
networking devices like hubs, switches, server, etc. and the appropriate manner to
use them (Fig. 5).

Packet tracer allows users to experience network simulation using various devices
such as routers, switches, wireless access points, microcontroller boards and single
board computers in a user-friendly environment. It is an open-source software that
anyone can download from the internet for free of cost and can be used for any use.

It allows usage of three languages within the software—Python, Java and Visual.
Hence, it is very convenient to code and simulate networks.
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Fig. 5 Cisco Packet Tracer

Language used throughout the experiment is Python. The main reason Python
was used was that it was very easy and fast to develop. It has all the libraries which
is needed by the experiment.

4 Experiment Data

A. Network Design

The design consists of single board computer (SBC) and microcontroller boards to
operate and control the actuators and sensors, LCD which displays the output, router
to enable sending of data from one network to other and actuators which take an
electrical input and turn it into physical action. Heating element and LCD display
are actuators (Fig. 6).

B. Components

In the model, the concept of socket programming is heavily used to send the data
from the client to server. Client is defined as a computer hardware or software that
accesses a service made available by a server and a server is defined as a computer
hardware or software that provides functionality for other programs or devices like
clients (Figs. 7, 8 and 9).

C. IP Addressing

An IP address is a human readable number assigned to device connected to the
network which uses the Internet protocol for communication. Another number
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Fig. 6 Screenshot of the working model

Fig. 7 Components used in
the topology
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Fig. 8 Screenshot of the code for server part

Fig. 9 Screenshot of the code for the client part
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Fig. 10 IP addressing

defines the range of IP address included in the network called Subnetmask. IP
addresses are classified into five classes, namely Class A till E. Each of them has a
specific range and can be used for particular purposes only.

Cisco Packet Tracer generates the subnet mask by itself. In the topology, client
side lies in the network with the IP address 192.168.X.X and the server side with the
sequence 172.16.X.X. There also exists a network between the two routers since it
needs to communicate to send and receive data and its IP address sequence will be
14.1.X.X (Fig. 10).

D. Results

The temperature values andmotion sensor data that are being sensed in client network
are sent to the server network via the routers to be displayed on the LCD. With an
appropriate delay time, temperature values are seen to vary.When sensed temperature
exceeds the set limit, the alarm rings and alerts everyone beforehand and hencemakes
sure that there is less casualty and normal operations at the power station can resume
again without much delay (Figs. 11 and 12).

As seen in picture, the values sensed by the motion sensor are either 0 or 1023
only. Here, 0 indicates that there is not motion detected by the sensor and 1023
indicates that motion has been detected and the alarm rings because of that.

E. Outcome

In the Cisco Packet Tracer simulation tool, the sensors have detected the temperature
values and motion values and then those values have been sent to the server side via
the routers and then it has been displayed to the user on the LCD.

When used in the thermal power station, it is expected to be in operation at the
door area near the furnace. In furnace of thermal power stations, temperature will be
extremely high in range of 600 °C which is dangerous, and hence, it is necessary to
make sure that there will be no human activity near it for the safety of the employees.

Sensing part of the network which will continuously keep monitoring the temper-
ature to cool down to a level which is not harmful andmotion to avoid anyone to come
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Fig. 11 Screenshot of the working temperature sensor

in contact with the hazardous gases and chemicals will be operating in the furnace
room and another network that is connected to the LCD display will be connected
outside enabling the employees to go in at the right time without any accidents.

This topologyworks for a fixed ten values of temperature andmotion sensing. This
number can be increased or decreased according to the requirement. By modifying
the code, it can be used with time constraints as well.

As the operating person can see the sensed and decrypted values from outside of
the furnace room, mishaps can be prevented as much as possible. As the values are
encrypted, there will be no fear of theft of such sensitive data.
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Fig. 12 Screenshot of the working motion sensor

5 Conclusion

This paper mainly describes how cryptography can be used to ensure that data is
transmitted without any alterations keeping it confidential. With the help of a type
of public key cryptography that is elliptic curve cryptography, the encryption and
decryption of the data that is obtained by the temperature and motion sensors have
been demonstrated.

The temperature in the furnace area is kept track of all the time, the values are
closely monitored, if in case it exceeds a set limit, the alarm rings alerting the
employees. Similarly, the values from the motion sensor near the entrance for the
furnace area are monitored so that no one comes in contact with the hazardous gases
and chemicals.
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The experiment can further be improved by adding immediate operating of water
sprinkler in case temperature does exceed. A variety of sensors like smoke sensor to
detect which gas is harmful, radiation sensor to detect the level of radiation so the
employees are informed priorly can be utilized to further increase safety for everyone
in the power station.

This topology could be also used in cases like, large-scale cooking, metallurgy
and mining. As certain temperature is to be maintained in these areas, temperature
range can be adjusted as per the requirement.
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Active Dictionary Attack on WPA3-SAE

Manthan Patel, P.P Amritha, and R. Sam jasper

Abstract In wireless network, we have different protocols like WEP, WPA, and
WPA2. WPA3 is currently used standard protocol in WIFI to authenticate the client
with access point. In the WPA3, Simultaneous Authentication of Equals protocol
downgrade attack is already discovered. With the downgrade attack, we are able
to do offline dictionary attack on WPA3-SAE protocol. WPA3-SAE is also known
as WPA3-Personal. Dictionary attack is classified into active dictionary attack and
passive dictionary attack. Passive dictionary attack is also known as offline dictionary
attack. In this paper, we proposed active attack model in which software will try
different password from given dictionary word list until it connect with the Access
Point. In this model, computer will change their MAC address continuously so that
access point won’t detect as an attack. To speed up the process, we can use multiple
virtual machines that will work as a separate wireless client to the access point.

Keywords Active dictionary attack ·WPA3-SAE ·Wi-Fi Security

1 Introduction

After WPA2 failure Wi-Fi Alliance published WPA3-SAE and WPA3-Enterprise
protocol. WPA3 is not a new protocol but it is a modification of existing protocol
[1]. In WPA2, Wi-Fi Alliance adds the Dragonfly handshake that is known as WPA3
protocol.WPA3 protocol also providing the backward compatibility soWPA2 device
can also pair up with access point. Dragonfly handshake is used in EAP-pwd and
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WPA3-SAE, where EAP-pwd protocol is used in enterprise Wi-Fi networks and
WPA3-SAE is used in Home Network. This both protocols are providing forward
secrecy and offline dictionary attack security [3], which devices are not supporting
WPA3-SAE protocol authentication for that devices to give backward compatibility
access point will work in a transition mode. In this mode, access point will work
with WPA2-PSK and WPA3-SAE which are simultaneously using same username
and passphrase. With the use of auditing, we can identify vulnerabilities and per-
forming the penetration testing to see the issues in wireless network [10]. Dictionary
attacks are very well-known attacks in WPA2 protocol. In WPA2 protocol, PSK is
the main key which will protect this WLAN communication. In offline dictionary
attack, attacker can capture the initial four-way handshake frames and try to per-
form offline dictionary attack. That is also known as passive dictionary attack [2].
We analyzed that one time password generator is already proposed for WPA2 but in
WPA3 this method is not used to connect wireless client to access point [13]. In this
paper, we presented a new model which will perform Online dictionary attack using
transition mode on WPA3-SAE protocol. We are using this attack since offline dic-
tionary attack is not possible because dragonfly handshake is providing core security
to the communication. In transition mode, WPA3-SAE is also providing downgrade
securitywith robust security network element (RSNE)whichwill generate unauthen-
ticated beacons to advertise the network. That beacons will verify during four-way
handshake. In access point, there is feature of MAC-filtering but to overcome on this
security, we are frequently changingMAC of computer.We presented amodel which
will take one by one different password from words list dictionary and try to connect
with access point. To speed this process, we are proposing two methods, first one is
attack should be in transition mode and second one is we can use different virtual
machines which will act as a separate wireless client for an access point.

2 Related Work

In transition mode, access point will accept WPA2 four-way handshake to connect
with wireless client. Most common technique to bypass is WPA2 security by captur-
ing initial frames of authentication between wireless client and access point. After
getting that handshake frame attacker can perform offline dictionary attack on it
because these handshake packets are containing passphrase of the wireless access
point. But to secure this offline attack WPA3-SAE protocol is providing downgrade
security with RSNE which will generate unauthenticated beacons periodically to
discover the presence of SSID in the network. In this session, we are explaining how
access point and client will exchange different keys to protectWPA2 communication
(Fig. 1).
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Fig. 1 Key generation in WPA2

2.1 Key Generation in WPA2-PSK

Pre-shared-key (PSK) is nothing but the password of the access point. This PSK is use
to derive different keys which will help to secure wireless communication. InWPA2-
PSK, when client authenticates with access point, this pre-shared-key will become
Pairwise Master Key (PMK) which is derive from key derivation function and that
functionwill use SHAH-1 as a hash function. PMK is use to generate Pairwise Transit
Key (PTK). PTK is generating with use of pseudorandom function, which is using
combination of PMK, Anonce which is 32-bit random number generated by access
point, Snonce which is 32-bit random number generated by client, MAC address of
access point, and MAC address of wireless client. That combination will give 512-
bit PTK, and this key is used for encryption of all unicast communication between
access point and wireless client. This PTK will be used to derive five separate keys.
In PTK, first 128 bits act as a Key confirmation Key (KCK) which is used to compute
Message Integrity Code (MIC). Second 128 bits in PTK act as Key Encryption Key
(KEK), and this key is going to use for encrypt the data between access point and
wireless client. Third 128 bits act as a Temporal Key (TK), and it is going to use
for encrypt and decrypt the unicast traffic. Forth 128 bits is used to compute MIC
Authenticator Tx Key andMIC Authenticator Rx Key, and both keys are 64-bit long.
Another key is Group Temporal Key (GTK) which is used to encrypt and decrypt all
the multicast and broadcast communication between access point and client. Every
access point there will be always different GTK which is shared with connected
wireless client.
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2.2 Key Exchange in WPA2-PSK

Both the access point and the wireless client is dependent on the four-way hand-
shake communication to ensure the having control of PSK. After the wireless client
authenticates and associates processwith access point, four-way handshakewill start.
Four-way handshake consists of four messages. Extensible authentication protocol
over LAN (EAPOL) which will help to complete this four-way handshaking mes-
sages between both wireless client and access point. Firstly, the access point sends
Message 1 which will contain Anonce and this message is going through unicast
traffic to the client.

After getting thismessage 1 fromaccess point, clientwill have all the parameters to
derive Pairwise Transit Key fromPre-shared-key. From this, PTK client will generate
remaining keys like KCK, KEK, and TK. From Message Integrity Code (MIC) and
Snonce (32-bit random number), client will generate message 2 and sends to the
access point. MIC is required to make sure that the Message 2 is tampered or not
while transferring. After getting Message 2 from client-side, access point is able to
derive PTK. Hence, PTK access point will get all the remaining keys like KCK,
KEK, and TK. Now access point will compute MIC from the PTK and compare with
MIC which is obtained from the wireless client in Message 2; in this way, access
point can check the integrity of the Message 2. Now access point will encrypt GTK
with the use of KCK. With this encrypted GTK and MIC access point will generate
Message 3 and send to the client. Message 4 will be sent by the wireless client
to the access point for the acknowledgment of successfully completing four-way
handshake as shown in Fig. 2. In this process, if attacker generates Message 2 by
guessing password and if they gets Message 3 as a reply from access point, attacker
can ensure that the password which is used to generate the Message 2 is correct
password to authenticate with access point.

3 Active Dictionary Attack

The given model in Fig. 3 is able to perform an active dictionary attack on WPA3-
SAE.The goal of this attack is to find out the passwordwithout capturing the four-way
handshake packets between the access point and wireless client. In this attack, first
we will force to access point to use WPA2 four-way handshake to connect with
wireless client with the use of transition mode. After that, software will try to guess
the passwords automatically from a given dictionary file and it will generateMessage
2 of the four-way handshake communication. The software then sends that generated
message to the access point, and it will wait for the reply. If it gets Message 3 as
a reply from access point, it means that guessed password is correct one. If it gets
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Fig. 2 Key exchange in WPA2

Message 1 in a reply of Message 2 from the access point, it means password which
is used to create Message 2 is not correct one. Software is monitoring every reply
which is coming from the access point. To speed up this process, computer will
try different password from the given dictionary in the same session with access
point. If an access point has a security that particular device has limited attempt
for trying incorrect password, then after some incorrect tries access point will send
deauthentication message. The computer will be disengaged from the access point,
and it will create a new session with the access point after changing MAC address.
After a computer passes the association and authentication stages of the access point,
the computerwill begin the four-wayhandshakewith the access point. Then computer
can apply different password to connect with the access point from a dictionary file.
If the access point responds with Message 3 then the passphrase which is guessed,
that is correct otherwise the software will keep trying different password from the
dictionary file in the same session. If access point reply with message 3, then attack
is successful and password will print on the display. To speed up this attack, we
can use different virtual machines at a same time. For access point, these virtual
machines will act as a separate wireless client which will try different password
from the dictionary. MAC address of this VMs will also change after frequent time.
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Fig. 3 Active dictionary
attack proposed model
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3.1 Proposed Software Program

Listing 1.1 Implementation software in Python pseudo-code.
1 IMPORT OS, platform , pyWi -Fi
2 from pyWi -Fi IMPORT PyWi -Fi
3 from pyWi -Fi IMPORT Profile
4 SET number TO 0
5 DEFINE FUNCTION MAC_changer ():
6 os.system macshift.exe -i "eth0"
7 DEFINE FUNCTION main(ssid , password , number):
8 SET profile.ssid TO ssid
9 profile.akm.append(const.AKM_TYPE_WPA2PSK)
10 SET profile.key TO password
11 iface.remove_all_network_profiles
12 SET tmp_profile TO iface.add_network_profile(profile)
13 iface.connect(tmp_profile) # trying to Connect
14 message_temp = reply from access point
15 if message_temp == Deauthentication
16 MAC_change ()
17 menu()
18 elsif ifaces.status () EQUALS const.IFACE_CONNECTED:
19 OUTPUT(Crack success!’,RESET)
20 OUTPUT(’password is ’ + password , RESET)
21 exit()
22 ELSE:
23 OUTPUT(Crack Failed using this password)
24 DEFINE FUNCTION pwd(ssid , file):
25 with open file with read permission as words:
26 FOR line IN words:
27 number += 1
28 SET line TO line.split ("\n")
29 SET pwd TO line [0]
30 main(ssid , pwd , number)
31 DEFINE FUNCTION menu():
32 IF args.wordlist and args.ssid:
33 SET ssid TO args.ssid
34 SET filee TO args.wordlist
35 ELSE:
36 SET ssid TO INPUT (" SSID: ")
37 SET filee TO INPUT (" password file: ")
38 IF os.path.exists(filee):
39 pwd(ssid , filee)
40 ELSE:
41 OUTPUT "No Such File."
42 menu()

In this pseudo-code, first we are taking name of the Wi-Fi (SSID) and path of the
dictionary file. If file path is not proper, software will stop. If file path is proper, it
will check status of wireless interface of computer which is connected or not. After
that, this software will take one by one password from the dictionary file and try to
connect the access point. This software will continuously monitor the status of the
wireless interface. This process will run until status of wireless interface counter will
become one or password list will be completed. Software will check all the replies
which are coming from access point. If deauthentication packet will come, software
will change MAC address and try different password. If attack is successful, it will
print the password and process will stop.
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Fig. 4 Active dictionary attack proposed model with different VMs

3.2 Proposed Method with Different Virtual Machines

In proposed model, we used different VMs at a same time which will reduce the
attack time. Here in Fig. 4, we can see that all 3 VMs will act as a legitimate user for
a wireless access point and try the password from the dictionary file. In this process,
VMs will use same software but we divided the content of dictionary file. By this
process, we can amplify the attack efficiency. In a same way, we can use as many as
possible which will help to reduce the time of attack.

4 Conclusion

Active dictionary attack can recover WPA3-SAE password in transition mode even
when attacker is not able to capture the four-way handshake frames between wireless
client and access point. In this paper, we proposed a method to attack onWPA3-SAE
protocol to recover the password. To speed the attack, we proposed to use different
machines at a same time. For access point, all virtual machines will act as a legitimate
wireless client. VMs will start picking up passwords from the dictionary file and try
different password at a same time in same session. This method is much faster than
the traditional active dictionary attack.
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Abstract Message Digest 5 (MD5) is a hashing function with numerous vulnera-
bilities such as pre-image vulnerability and collision vulnerability which restrict the
usage of MD5. Therefore, by using other hashing functions such as SHA prior to
hashing with MD5, we can use MD5 for various applications such as data integrity
without compromising the security of the hash. MD5 is widely used in file transfer
or storage applications because it produces a smaller hash value of 128 bits when
compared with other hashing algorithms. Also, it is simpler to implement in hard-
ware and as a program. We propose a technique of hashing the original message (or
string) with secure hashing algorithms such as SHA-256 followed by hashing the
hash value of SHA-256 with MD5 to get the resultant hash which is less prone to
various security attacks such as collision attacks. By hashing the string twice, we
make itmore secure and tackle the pre-image vulnerability and collision vulnerability
of MD5. This makes the hashing algorithmmore secure for file transfer applications.
Multiple iterations will produce more secure hash values but our simulation uses
two iterations, where we upload a file onto a cloud server and check if it has been
tampered with or modified.
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1 Introduction

MD5 was developed in 1991 by Ronald Rivest of MIT for the purpose of crypto-
graphic hash functions, and it joined the series of message digest algorithms such
as MD4. However, the security of MD5 has been severely compromised by various
collision attacks, and as early as 1993, it was theorized that MD5 was vulnerable to
collision attacks while it was successfully demonstrated in 2005 [1]. MD5 and sha-1
hash were shown to be vulnerable to collision attacks. Despite being vulnerable,
numerous content management systems useMD5which can compromise their secu-
rity. Several hashing algorithms such as SecureHash algorithm (SHA) andWhirlpool
have been developed but the message digest or hash value in these is 256 and 512
bits, respectively, thus, consuming more space. Hence, using a stronger algorithm
such as SHA before usingMD5 can bolster MD5.When data is downloaded or trans-
ferred, there is a possibility for corruption of data due to errors in the communication
systems. Checking each bit of the transferred data against each bit of the original
data is imprudent because for large files; it takes a prolonged amount of time. Thus,
we use a hashing function which generates a small hash value to be compared with
the hash value of the original file. Currently, MD5 can be used to only check unin-
tentional corruption of data, but by using multiple hashing functions before MD5,
we can make it more secure. Therefore, by using stronger hashing techniques before
using MD5, we can improve the security of MD5 and also retain its advantage of
producing a hash value of a relatively small size. Addition of a random salt to the
original string can further improve its security [2]. In our simulation, we appended
a random salt (a string of random letters) and also appended the content of the file
(the message string) to further enhance security. Using multiple hashes is a common
practice in storing passwords in databases but we propose the same for file storage in
a server. A user can upload a file along with its multiple-hashed value. While down-
loading it from a server, he can calculate the multiple-hash value and check if it is
equal to the hash value generated by the user who uploaded the file. If the file has not
been modified intentionally or corrupted unintentionally, we should obtain the same
hash value on both the sides. By creating a C program that calculates the SHA-256
hash value and the MD5 hash value of a given string, we hashed the contents of a
given file by adding a random salt to it. This paper presents a data integrity method
based on MD5 and SHA-256 algorithm called as a multiple hashing [3].

2 MD5 Architecture and SHA Architecture for Multiple
Hashing.

2.1 MD5 Architecture

A hashing algorithm converts data of any length into a value of a fixed length, and the
fixed length varies based on the algorithm [4]. MD5 is a part of the series of message
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digest algorithms developed after its predecessorMD4. TheMDhash family shares a
common structure of the compression function which consists of message expansion
and the consecutive evaluation of a number of similar operations called steps. These
steps are usually grouped together into 3–5 rounds.

The message expansion ensures that every single message block is used multiple
times. To increase the diffusion of themessage,words, a recursivemessage expansion
technique was used. Every input of each step is highly correlated to the original
message so even a small alteration in the message affects numerous steps leading to
a different hash value or message digest.

The operations used are:

1. Bitwise Boolean operations.
2. Integer addition.
3. Bit shift operations or bit rotations.

These operations have been chosen since they can be efficiently evaluated and
they are cryptographically strong. Therefore, they can be implemented in hardware
as well.

STEP_1: MD5 is a hash function that processes or hashes the message by breaking it
into blocks or data chunks of 512 bits of data. The final 64 bits (that is bit−448 to bit
−512) are meant to store the original length of the message (before breaking it into
chunks). Thus, the length of the message cannot exceed 2 raised to 64 bits. Hence,
the message is padded with zeros until its equal to (≡) 448 modulo 512. However,
the first bit which is padded is 1 instead of a 0. Following this 1, every other bit is
a zero. The final 64 bits (left most bits) contain the length of the initial or original
message.

STEP_2: The registers used for MD5 are initialized as shown below:

A = 0x67452301

B = 0xEFCDAB89

C = 0x98BADCFE

D = 0x10325476

STEP_3: The most crucial step in the MD5 algorithm is processing of each message
block. For each input block, there are four rounds of operation, and each operation
uses a different Boolean function which is shown below:

M(X,Y,Z) = (X AND Y) OR (NOT X AND Z) (1)

N(X,Y,Z) = (X AND Z OR (NOT Y AND Z) (2)

Q(X,Y,Z) = X XOR Y XOR Z (3)
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P(X,Y,Z) = Y XOR (X OR NOT Z) (4)

Each of these rounds has 16 operations which mean that there are effectively 64
rounds in MD5. Each of these 64 rounds also uses a constant and stores the result in
A, B, C, and D buffers. Further, the message block of 512 bits is broken down into
words of 32 bit length which are used in each of these rounds. By using the equation
shown below, we update the buffer values in which I(b, c, d) refers to the Boolean
functions M, N, Q, and P while X refers to the 32 bit words formed by the 512 bit
message blocks, and T is the constants specified earlier. The variable s specifies the
number of times it is left shifted to obtain the final value.

a = b+ (a + I (b, c, d) + X + T[i]) � s (5)

The resultant hash value is stored in A, B, C, and D buffers each of which is 32
bits. Therefore, the final hash value is computed by appending the buffers B, C, and
D to the buffer A.

2.2 Properties of a Hash Function:

(1) Pre-image Resistance: This property implies that a hash function cannot be
inverted; that is, it is computationally very difficult (ideally, it must be impos-
sible) to obtain the original message from the provided hash value. The more
difficult it is to obtain the message, the higher is the pre-image resistance.

(2) Second Pre-imageResistance: This property implies that given an input along
with its hash value, it must be computationally very difficult to obtain another
input which produces the same hash value. It ensures that attackers whowant to
replace an existing value with another input of the same hash value are unable
to do so.

(3) Collision Resistance: This property implies that for a hash function, it must
be computationally very difficult to obtain two inputs which produce the same
hash value. A hash function is defined to be a compression function that reduces
the size of the input to a fixed length. Therefore, it is impossible to completely
avoid collisions, but it must be extremely difficult for a particular hash function
to do so.

2.3 SHA-256 Algorithm Structure

SHA or the secure hash algorithm is used as a cryptographic hash which is more
secure than MD5 and widely used in digital signatures and password storage [5].
This hash function takes a string and outputs a hash value that is 256 bits long. The
whole algorithm can be divided into four parts.
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1. Insert Padding bits

The SHA-256 algorithm works on the block of 512 bits which is the standard length
for this particular algorithm. The padding is done by adding some extra bits to the
original message. The appending starts with 1 and the other bits following it are zero.
The last 64 bits is left out of multiple of 512 which is filled in the next step.

The length of the original message is M, while the number of padding bits
appended or added to the initial message is L. From the following equation, the
number of padding bits can be calculated.

M + L + 64 = n × 512 (6)

2. Add Length Bits

The appending to the original message is done in the first step, and the remaining 64
bits are added in this step. The original message length multiplied by 8 (8 bit ASCII)
is added in binary to the padded message. The message has a length that is a multiple
of 512 bits. The big-endian convention used in the algorithm which indicates the left
most bit is stored in the most significant bit position.

3. Buffer Initialization

The predefined values are initialized which is used in the algorithm that is imple-
mented in the next step. The initialization includes eight hash values and 63 keys.
The 64 key values are used in the 64 rounds of SHA-256 algorithm.

Hash_1 = 0x6a09e667

Hash_2 = 0xbb67ae85

Hash_3 = 0x3c6ef372

Hash_4 = 0xa54ff53a

Hash_5 = 0x510e527f

Hash_6 = 0x9b05688c

Hash_7 = 0x1f83d9ab

Hash_8 = 0x5be0cd19

Key[64] = {0x428a2f98, 0x71374491, 0xb5c0fbcf, 0xe9b5dba5, 0x3956c25b,
0x59f111f1, 0x923f82a4, 0xab1c5ed5, 0xd807aa98, 0x12835b01, 0x243185be,

0x550c7dc3, 0x72be5d74, 0x80deb1fe, 0x9bdc06a7, 0xc19bf174, 0xe49b69c1,

0xefbe4786, 0x0fc19dc6, 0x240ca1cc, 0x2de92c6f, 0x4a7484aa, 0x5cb0a9dc,

0x76f988da, 0x983e5152, 0xa831c66d, 0xb00327c8, 0xbf597fc7, 0xc6e00bf3,

0xd5a79147, 0x06ca6351, 0x14292967, 0x27b70a85, 0x2e1b2138, 0x4d2c6dfc,

0x53380d13, 0x650a7354, 0x766a0abb, 0x81c2c92e, 0x92722c85, 0xa2bfe8a1,

0xa81a664b, 0xc24b8b70, 0xc76c51a3, 0xd192e819, 0xd6990624, 0xf40e3585,

0x106aa070, 0x19a4c116, 0x1e376c08, 0x2748774c, 0x34b0bcb5, 0x391c0cb3,
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0x4ed8aa4a, 0x5b9cca4f, 0x682e6ff3, 0x748f82ee, 0x78a5636f, 0x84c87814,

0x8cc70208, 0x90befffa, 0xa4506ceb, 0xbef9a3f7, 0xc67178f2}

The buffers are initialized as shown above along with the constant values which
are used.

4. Compression Algorithm

The padded message and the default predefined values are used in this step, and this
is the important part of the hashing algorithm. The whole message is divided into
“N” 512 bits blocks and passed the block into compression algorithm. The block of
512 bits undergoes a 64 round (Fig. 1).

The each round takes 32 bit words [i] and key [i] as input. For the first sixteen
rounds, 512 bit block is divided into 16 blocks of 32 bits. These 16 blocks of 32 bits
act as input for the first sixteen rounds. The words[i] for the remaining rounds are
calculated using following formulae

Wj = σ1
(
Wj−2

) + Wj−7 + σ0
(
Wj−15

) + Wj−16 (7)

Fig. 1 Algorithm structure
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Total of six logical functions are used in SHA-256 algorithm.The logical functions
are defined below.

ch(x, y, z) = (x&y) ∧ (∼ x&z) (8)

Maj(x, y, z) = (x&y) ∧ (x ∧ z) ∧ (y&z) (9)

∑

0

(x) = S2(x) ∧ S13 ∧ S22 (10)

∑

1

(x) = S6(x) ∧ S11 ∧ S25 (11)

σ0 = S7 ∧ S18 ∧ R3 (12)

σ1 = S17 ∧ S19 ∧ R10 (13)

In Eqs. (10)–(13), S means rotate right x by n bits. The above functions are used
in each of the 64 rounds, and it is also applied on “N” 512 bits block. The below
image shows the operations happening in each round (Fig. 2).

We get eight hash values by processing one 512 bits block, the result we obtained
is added with the previous hash value, and it is given as input to the next round.

Hash1i = a + Hash1i - 1
Hash2i = a + Hash2i - 1
Hash3i = a + Hash3i - 1

...

Hash8i = a + Hash8i - 1

Fig. 2 Each round
description. Source Adapted
from [6]
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The process of adding hash with the previous one keeps continuing till the last bit
of the message. The result of the last round of the N th 512 bits message gives the
result. The final result is 256 bits.

2.4 A Comparison of SHA-256 and MD5

(1) MD5 is faster to computewhen comparedwith SHA-256which ismuch slower.
(2) MD5 checksums or hash values are more likely to suffer from collision when

compared to SHA-256 hash values. Therefore, it is easier to find messages
with the same checksum in MD5 than in SHA-256.

(3) The hash value of MD5 is smaller (128 bits) as compared to SHA-256 (256
bits).

It is therefore obvious that MD5 is less secure but computationally faster when
compared to SHA-256 which is more secure but slower. In order to make MD5more
secure, we made use of SHA-256 which computes a 256 bit hash value and that is
hashed again to produce a 128 bit hash value to produce an MD5 checksum.

3 Multiple Hashing Using MD5 and SHA-256

3.1 Security Issues of Hash Functions:

Hash functions such as MD5 are more prone to collision attacks, where an attacker
can easily find another file which has the same hash value as the original file and
substitute it in its place. MD5′s vulnerabilities were exposed by Wang who found
pairs of 1024 bit messages which produced the same hash value thus resulting in
collisions. Hence, MD5 was vulnerable to collisions, but it can be used to detect
unintentional corruption of data while downloading files. However, MD5 is a fast
hash which can be employed to store files and download files from a server but not
useful to store data that is sensitive to attacks such as passwords. Usually, passwords
are stored as their hash values instead of the regular strings since if the passwords
are stolen, the attacker will be left with the hash values, and the resistance of a hash
prevents the attacker from obtaining the password.

Dictionary attack is another weakness of hashing algorithms. Here, the attacker
might try the brute force approach, where he has the hash value of every word in a
dictionary and compares it with the hash value stored in order to obtain the original
text.

A rainbow table attack is another form of attack on a server which stores sensitive
data. It is a pre-computed dictionary of passwords in plain text along with their hash
value which is used to obtain the original message with ease.
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3.2 Multiple Hashing

Using a single hash function like MD5 to obtain the hash value of a file can be
effective but it compromises security making it easier for an attacker to predict the
contents of the file. Therefore, instead ofMD5hashing the contents of the file directly,
we propose MD5 hashing the SHA hash value of the contents of the file which may
make it more secure as MD5 is less secure as compared to SHA-256. This way, we
obtain a hash value which is 128 bits and also secure due to SHA-256.

The resulting hash value is shown in the equation below:

MD5(SHA(Message)) = ResultingHashValue

Multiple hashing may or may not make the hash function more secure which is
why we have limited it to two hash functions, namely SHA and MD5. The gain in
security is a question for cryptographers but running the contents of the file through
two hash functions which improves the security compared to a scenario, where we
run the contents through a single MD5 hash function. MD5 (message) is less secure
than MD5( SHA-256(message)). However, multiple hashing and the security it adds
are still questionable as we cannot guarantee how much security multiple hashing
adds to a system; however, it makes it slightly more secure provided we use the
correct hash functions.

Kerckoff’s principle states that a cryptosystem must be stable even if the working
of the system is known. Therefore, we must assume that any attacker is aware of the
method of hashing used for our files before making it secure. One must be cautious
while running multiple hashes consecutively as running multiple hashes means that
the final hash is only as strong as the weakest hash function used. Also, the intricate
and complex working of these hash functions may result in an overall weaker hash
function due to the complex interactions between them. Hence, we have restricted
the usage to just two multiple hash functions, that is, SHA-256 and MD5. Although
the gain in security is less, it is more secure than using a single MD5 hash function
on the file. Running it on multiple iterations, that is, hashing it hundreds of times or
more does not guarantee an increase in security, but it adds complexity to the code.
Therefore, we have restricted it to just one iteration of hashing. Also, since the hash
is only as strong as the weakest hash function, if the attacker breaks the weakest hash
function, it becomes easier to obtain the original text. Thus, we use the equation
shown below:

MD5(SHA(Message)) = ResultingHashValue

Now, even if the attacker breaks SHA-256, he has to still know what “message”
is in order to successfully guess what the message is and break MD5.
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3.3 Addition of Salt

While storing passwords in a database, it is a common practice to add a randomly
generated string to the original password which is called as salt before hashing it and
storing it in the database. We can extend this for file applications as well by adding
a random set of characters before hashing it.

Salt is nothing but a string that is added with the contents of a file before hashing it
with a hash function. Before uploading a file on a server, salt is added to the contents
of the file and hashed. When a person downloads the file, he can verify its contents
by adding the same salt to the file and hash it before comparing the two hash values
to check if they are equal. If they are equal, the data has not been tampered with or
corrupted while downloading. The salt added protects the contents of the file from
dictionary attacks. Since files have a large amount of content present within them,
dictionary attacks are less likely to cause problems but if they are smaller files, salt
plays a crucial role in safeguarding the contents of the file from being revealed from
its hash value.

Salts can be appended to the message/string, inserted in the beginning instead
or both. It is crucial to ensure that the salt chosen must be random and have no
correlation with the contents of the file. Thus, the equation for the resultant hash that
we generated is:

MD5(SHA(Message)) = ResultingHashValue

Here, salt1 is appended to the message before calculating the SHA-256 value, and
salt2 is added to the hash value before calculating the MD5 value of the resulting
string. This is a normal practice in password storing but we have extended it to
hashing of files as well. The salt that is used need not be encrypted or hashed since
it is already a random set of characters. Creating a cryptographically strong salt is
a cryptographers task, hence for the purpose of demonstration, we have randomly
chosen two salts of random characters.

4 Improvement from Traditional Methods

Traditional hashing techniques employ one powerful and unbreakable hashing algo-
rithm which can protect the hashing algorithm’s properties pre-image resistance and
collision resistance. However, we believe that hashing a file twice by adding an
appropriate salt and pepper to it will enhance its security and make it more colli-
sion resistant and more pre-image resistant. SHA-256 eliminates the collision attack
weakness that MD5 exhibits while the advantage of obtaining a smaller number of
bytes in the output is also retained by using MD5. Hence, the purpose of hashing
it with SHA-256 is to improve security, while the purpose of MD5 is to reduce
the number of bytes in the message digest. This is the reason behind using the two
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algorithms. It is also worth mentioning that repeated hashing might destroy the secu-
rity that hashing algorithms provide. Every hashing algorithm diffuses the message
as much as possible. If we use multiple hashing algorithms, repeated diffusion of
the input message might destroy the algorithm’s security. Hence, we have restricted
ourselves to only using two hashing algorithms, namely MD5 and SHA 256. Using
more algorithms, more number of times affects the performance and the diffusion
property of each algorithm.

5 Experimental Results

A function which returns the MD5 hash value was developed from scratch by using
the “stdint.h” library file in C. C provides a wide range of data types of specific sizes
and is much faster when compared to languages such as Python.

Therefore, C was chosen over other languages as it is more preferred for
cryptography.

5.1 Hashing the File Twice

A simple text file with a random text is chosen as the input. The text file contains the
string “MULTIPLE HASHING WITH MD5 AND SHA-256.”

A random salt “AHYFRTU” is added, and the same salt is used for both the stages.
(i.e., salt1 = salt2 = AHYFRTU”).

SHA-256(text+salt1) is found to be (Fig. 3):

f684f0822a46c178d6f2279a4533664bf6f9da6e4f6708af843146b419c66eea

MD5(SHA-256(text+salt1)+text+salt2) is found to be:

90b2ae9d3ecf940ac7e4beba8930d62e

5.2 Uploading the Files

In order to test our hash function, the original file was uploaded onto Google drive
along with another file that contained the twice-hashed value of the file. A small
python program uploads the two files onto Google drive using the API provided by
Google. In order to distinguish the originally uploaded file from the file containing
the hash value, a suffix (“md”) was added to the file name.
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Fig. 3 File hashing

5.3 Downloading the Files

The two files can be downloaded using the file ID of both the files. Before this,
you must ensure that you have permission to download the file. Two files must be
created without any contents in order to dump the contents of the files from Google
Drive. Thus, we now have two files, one which contains the original contents of the
uploaded file and another which contains the hash value of the originally uploaded
file.

5.4 Checking the Integrity of the Downloaded Files

The downloaded file is passed through the same hash function that we used prior to
uploading. If the data has not been tampered with or corrupted, it should produce the
same hash value which was produced before uploading. Thus, we are able to check
the integrity of a file (Fig. 4).

Fig. 4 Checking the integrity of the file
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6 Conclusion and Future Work

It is evident that MD5 is insecure as a hashing function but it is not impossible to
make it more secure with the aid of simple tasks added to the hashing process such
as addition of salt or multiple hashing, and we can drastically improve the hashing
function’s security.

To improve this hashing procedure further in the future, we can add a variable salt
instead of a constant salt. In our program, a constant salt was added before hashing
the string in order to avoid complications. However, a variable salt whose length is
random makes the hashing function more secure.

The next improvement can be the addition of pepper along with salt. However,
it must be noted that the same pepper must be used on both the sender and receiver
sides to obtain the same hash value while transferring a file. Further, the hashing
function can be extended to a cloud storage platform.
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Design and Analysis of a Secure Coded
Communication System Using Chaotic
Encryption and Turbo Product Code
Decoder

S. Khavya, Karthi Balasubramanian, B. Yamuna, and Deepak Mishra

Abstract Errors in a transmitted message is unavoidable since noise is inevitable
in any communication channel. For reliable transmission of messages, the bit error
rate has to be kept at an acceptable rate by the use of proper error control coding
schemes. To ensure that the transmission is also secure, data encryption is used as an
integral part of the system. This paper deals with the design and analysis of a secure
and reliable communication system accomplished using logistic map-based chaotic
encryption and turbo product codes. The system is simulated using MATLAB and it
is shown that the use of encryption for secure communication does not degrade the
system performance. The hardware design of the decoder is also done and verified in
Verilog using the same set of vectors as obtained from the system simulation. BER
performance was analyzed in all the different scenarios and the correctness of the
design was established.

Keywords Chaotic encryption · Logistic map · Turbo product codes ·
Chase-Pyndiah decoding

1 Introduction

Combining encryption with error control coding enables us to transmit information
in a secure and reliable manner. Chaotic pseudorandom number generation is a
technique that uses mathematical equations with a seed value and is iterated multiple
times, to generate a key sequence. This randomly generated key sequence is used
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for encrypting the original information. Among various encryption methods, chaotic
encryption that is based on symmetric key cryptography has gained significance due
to its dynamic nature [1, 2]. Various maps like logistic map, Arnold cat map, cubic
map, Baker’s map, and tent map are used for chaotic data generation. Out of these,
logistic map has been widely used due to its simplicity and its ability to provide a
high level of security [3]. The use of logistic map for symmetric key cryptography
for secure communication is brought out in [4] where it is shown that this method is
more secure than the commonly used DES algorithm.

Reliable data transmission is facilitated by an efficient error control coding scheme
[5, 6]. One such widely used code is turbo product code (TPC) that provides a
flexibility in the selection of the component codes. Iterative soft input soft output
Chase-Pyndiah decoding algorithm is widely used to decode turbo product codes
[5, 7]. Simplified versions of the widely used Chase-Pyndiah decoding algorithm
have been investigated and reported in literature [8]. Hardware implementation of
the decoder has also been explored in detail by different researchers. Ahn et al. in [9]
propose an architecture for high-speed TPCdecoding. Krainyk et al. in [10] propose a
low complex hardware realization of a TPC decoder. In [11, 12], the implementation
of a fully parallel turbo decoding architecture with reduced latency for product codes
has been proposed. A high throughput design and its FPGA implementation of a TPC
decoder for fiber optics and satellite communication applications is proposed in [13].

The use of chaotic encryption along with TPC for secure and reliable commu-
nication is a field that is less explored. Chaware et al. in [14] show the design and
MATLAB implementation of a communication systemwith chaotic encryption using
logistic map and TPC encoding. The block diagram of the same is reproduced and
shown in Fig. 1.

This work is aimed at a hardware design of the decoder to be used with secure
data obtained from the chaotic encryption. The hardware design and simulation of
a TPC decoder using the soft input soft output Chase-Pyndiah algorithm is done.
A secure coded system is also simulated using chaotic encryption based on logistic
map and the performance is analyzed.

Fig. 1 Block diagram of communication system with chaotic encryption and TPC encoding [14]
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The paper is arranged as follows. Section2 summarizes turbo product code encod-
ing, decoding, and the chaotic encryption techniques. The hardware realization of
the TPC decoder is discussed in Sect. 3. Section4 deals with the results and analysis
and the paper concludes in Sect. 5.

2 Chaotic Encryption, TPC Encoder, and TPC Decoder

2.1 Chaotic Encryption Using Logistic Map

Using the paradigm of a chaotic system for encryption is getting wide acceptance
nowadays [15]. Chaos is a subtle behavior displayed by certain nonlinear systems.
The behavior looks random but it is not stochastic in nature and results from a
deterministic process. One of the key aspects of a chaotic system is its high sensitivity
to the initial conditions of the system [16].

Logistic map is a nonlinear system described by Xn+1 = rXn(1 − Xn) where r is
a parameter that decides the nature of the system. Selection of r = 3.999 produces
highly chaotic sequences. Starting with an initial value of Xn and iterating it multiple
number of times, random patterns are produced, which can be used as keys for
encrypting the information to be transmitted [16, 17]. In this work, an initial value
X0 of 0.6543 and r = 3.999 is chosen as the model parameters.

2.2 TPC Encoder

TPCencodinguses two symmetric linear block codesC1(n1, k1, d1) andC2(n2, k2, d2)
where k1 and k2 represents the number of information bits, n1 and n2 represents the
codeword length, and d represents the minimum hamming distance. The construc-
tion of turbo product code P =C1⊕C2 is shown in Fig. 2. The TPC encoding involves
three steps[18]:

• k1×k2 information bits are placed along k1 rows and k2 columns.
• Using code C2(n2, k2, d2), k1 rows are encoded.
• Using code C1(n1, k1, d1), k2 columns are encoded to obtain the encoded matrix
of dimension [n1×n2].

2.3 Chase-Pyndiah Decoding Algorithm

R = (r1, r2, . ., rn) represents the received value at the input of the decoder. The
Chase-Pyndiah decoding follows the steps below:
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Fig. 2 Construction of turbo
product code P [18]

1. The positions of p = �d/2� least reliable bits are determined.
2. The test pattern set Tq(q∈[1,2p]) is generated.
3. Test sequence Zq is formed by performing modulo-2 addition between the test

pattern Tq and the hard decision sequence Y .

Zq = Y ⊕ Tq (1)

4. Syndrome decoding is performed with Zq using (2).

S = syn(Zq) = Zq ∗ HT (2)

whereHT represents the transpose of the parity check matrixH . S �= 0 represents
the presence of errors. With the error vector e and the corresponding syndrome
value S from the syndrome table, the bit error is corrected as given in (3).

C = R − e (3)

5. The squared Euclidean distance between R and Ci is found using (4).

|R − Ci|2 =
n∑

l=1

(rl − cil)
2 (4)

The codeword C with the minimum squared Euclidean distance forms the candi-
date codeword D and is given by (5).

D = Ci if|R − Ci|2 ≤ |R − Cl |2 ∀l ∈ [1, 2k ], l �= i (5)

where Ci = (ci1, c
i
2 ,…, cin) is the ith codeword of C.
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6. The received value R is updated using the extrinsic information wj and the can-
didate codeword D as given in (6) and (7) where α and β represent the weighing
and reliability factors, respectively.

wj = (β × D) − R (6)

R = R + (α × wj) (7)

3 TPC Decoder Architecture

The block diagram of the TPC decoder architecture is given in Fig. 3.
The input data is stored in contiguous memory locations as floating point numbers

represented using IEEE 754 standard. The values of each row/column are passed
on to the TPC decoder from the memory. The least reliable bit calculation (LRB)
module sorts the incoming data and identifies the two least reliable bit positions.
These positions are passed to the test pattern generation module for generating 2p

test patterns. Candidate codewords are then generated using the test patterns and
the hard values of the original inputs. The candidate codewords are then used by
the syndrome decoding module to generate the syndrome. The Euclidean distance
between the input hard values and the candidate codewords is calculated and the
candidate code word that gives the minimum distance is considered as the decoded
code word. The extrinsic information is then updated using the decoded code word,
the reliability factor β, and the weighing factor α, and the memory is updated with
the new value.

Fig. 3 Block diagram of TPC decoder
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3.1 Memory Organization

The size of memory used is dependent on the component codes of the TPC. Here,
BCH (31, 21, 5)2 component code is used. The encoded output from the TPC encoder
is considered as a matrix of dimension [31 × 31] and is stored in memory as shown
in Fig. 4.

The number ofTPCencoded values is 961(31 ∗ 31 = 961) andhence 961memory
locations are required. Each memory location holds a floating point number repre-
sented using 32 bit IEEE 754 format. During each clock cycle, one entire row/column
(31 float values) is passed from the memory module to the TPC decoder module to
perform decoding operation. With each float value being represented by 32 bits, a
total of 31 ∗ 32 = 992 bits of data is used by the decoder module for processing;
Fig. 5 shows the same. After each row decoding, the decoded values are updated in
the corresponding memory locations.

Fig. 4 Memory structure to store the received inputs (R) that are represented using IEEE 754
floating point representation

Fig. 5 Accessing and updating memory elements during row decoding
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Fig. 6 Accessing and updating memory elements during column decoding

For performing column decoding operations, the data from each column is chosen.
From the memory perspective, it amounts to choosing locations that are separated by
31 float values. Figure6 shows how 32 bit float data is being fetched from memory
locations 0, 31, 62..930 to constitute the 992 bits needed by the decoder module for
analysis.

4 Simulation Results and Analysis

For chaotic encryption, the number of information bits considered is 441. This is
represented in matrix format of dimension [21×21]. The logistic map equation is
iterated twenty one times to generate twenty one logistic map key values. Encryp-
tion is done by performing bitwise XOR operation between the original information
and the generated logistic map key values. This encrypted data is encoded using
BCH (31, 21, 5)2 TPC. This encoded information is modulated with BPSK modu-
lation and is passed through the AWGN channel. The encoded message which is
generated using MATLAB setup is given as input to the simulation setup in Verilog
also [19]. Figure7 shows the comparative performance analysis of theChase-Pyndiah
algorithm with and without the chaotic encrypted data. It can be seen that there is no
performance degradation even with encrypted data.

Figure8 shows the Verilog and MATLAB simulation results of the TPC decoder
with chaotic encrypted data. It is found that the BER performance computed with the
decrypted data obtained with Verilog simulation coincides with that of theMATLAB
performance, thus validating the correctness of the hardware design.
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Fig. 7 BER plots of Chase-Pyndiah decoder with and without chaotic encryption showing negli-
gible performance degradation between the two

Fig. 8 BER plots of Chase-Pyndiah decoder with chaotic encryption in MATLAB and Verilog
showing the correctness of the hardware design
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5 Conclusions

The design and simulation of a secure coded communication system with turbo
product code and logistic map-based chaotic encryption is presented in this work.
The hardware design of the decoder is verified using the data generated from the
MATLAB simulations. This work can be extended to include the encryption and
decryption blocks also in hardware and analyze the performance with a board level
implementation.
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Digital Image Transmission Using
Combination of DWT-DCT
Watermarking and AES Technique

Sudhanshu S. Gonge

Abstract The Internet technology brings big revolution in twenty-first century.
It facilitates communication between man-to-man, man-to-machine, machine-to-
machine, and vice versa. There are many applications, viz. (i) vehicle-to-vehicle,
(ii) vehicle-to-infrastructure, (iii) drone communication, etc., which transmit and
receive data in various formats like image data, audio data, video data, text data, etc.
Bank system uses data communication technique for transferring money through
debit card, net banking, credit card, demand draft, cheques, RTGS, NEFT, etc. Bank
cheques are cleared through CTS system. For clearing the cheque, it is scanned,
and image is transferred to cheque clearing house. During cheque image transmis-
sion, there is a need of security, confidentiality, integrity, authorization, copyright
protection, and indexing services. There are many techniques and algorithm which
provide this facility to overcome this issue. To solve this issue, combination of DWT-
DCT watermarking along with AES technique is used. Its performance and analysis
against various attacks are also explained in this research paper.

Keywords DCT · DWT · AES · Digital watermarking · Decryption · Attacks

1 Introduction

Data transmission takes place based on networks connected between minimum two
systems. During transmission, data is transferred in various formats based on the
type of application. There are different processes which are being carried out on data
before its transmission and reception, such as encoding and decoding of data [1–5].
There are variety of encoding and decoding schemes which are used to convert data
into American Standard Code for Information Interchange (ASIIC) for text files.

However, digital images are processed by binding image pixels for its character-
ization of features. The image encoder has function that are being implemented on
image for compression, altering image pixels, i.e. changing the position of pixels, and
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encryption. There are different classical encryption techniques used for encryption
as shown in Fig. 1 [1, 2, 6].

Further, these classifications were enhanced into modern encryption techniques.
These techniqueswere developed based on secret-key and public-key cryptographies.
It is shown in Fig. 2.

There are eight strong data encryption techniques, viz. (i) Triple Data Encryption
Standard (Triple DES), (ii) Blowfish Encryption Algorithm, (iii) Advanced Encryp-
tion Standard, (iv) IDEA Encryption Algorithm, (v) Twofish Encryption Algorithm,
(vi) RSA Encryption Algorithm, (vii) HMAC Encryption Algorithm, and (viii) MD-
5 Encryption Algorithm. However, there are also various algorithms like cast-128,
RC-4, RC-5, elliptical curve encryption algorithms, etc., used for providing security
services [1, 2, 6–8]. There are different types of attacks which are being applied by
intruders intentionally or unintentionally [9–21]. These encryption techniques and
algorithms provide confidentiality, integrity, and authenticity to data, which prevent
the illegal access of information. To faciliate the service of copyright protection,

Substitution Technique

Classical Encryption Technique

Transposition Technique

Monoalphabetic Polyalphabetic Shift Cipher Playfair Cipher

Fig. 1 Classical encryption technique

Modern Encryption Technique

Secrete Key Cryptography Public Key CryptographyHash Function

Fig. 2 Classification of modern cryptography
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there is requirement of digital watermarking technique [18–23]. It can be imple-
mented using frequency domain spatial domain, computational intelligence tech-
nique, and many more. In this research paper, combination of DWT-DCT image
watermarking andAES technique are used to provide copyright protection, indexing,
confidentiality, integrity, authorization for bank cheque images. The evaluation of
this method is done by calculating peak signal-to-noise ratio, robustness of water-
mark, mean square error, and elapsed time against various types of attacks, viz. (i)
cropping attack, (ii) Gaussian blur attack, (iii) JPEG compression attack, (iv) median
filtering attack, (v) rotation attack, (vi) salt and pepper noise attack, and (vii) under
normal mode attack.

2 Literature Survey

The security of digital content is an important factor [1, 2]. The AES is one of
the robust encryption techniques, which was invented in 2001 [2]. Cox et al. [3]
explain the role of digital watermarking for audio data and video materials by using
fingerprint technology.Wanget al. [4] describe thewatermarking technique for digital
image by quantizing wavelet coefficient in sparse tree using invisible watermarking
technique. There are various frequency domain techniques used bymany researchers,
viz. (i) DCT, (ii) DFT, (iii) K-L transform, (iv) DWT, (v) Gabor transform, etc.
Tsai et al. [5] use the subsampling technique for the image watermarking using
DCT and DWT in frequency domain. There are variety of application based on data
transmission.

The security techniques for the payment through mobile device based on audio
watermarking for cheque were being proposed and implemented in 2005. However,
the robustness and security were not found good as per the system’s requirement [9].
Al-Haj et al. [10] explain the fusion technique by using two different frequency trans-
forms, which can be used for digital image watermarking. Wang et al. [11] proposed
image encryption technique for security using DWT and chaos method. There are
many applications explained on this method [12]. Based on various combined trans-
form techniques for image copyright protection, robustness and enhancement in the
digital image watermarking was explained and applied. Kothari et al. [13] perform an
experiment on image watermarking using combined DWT-DCT to show its perfor-
mance over DWT.During transmission ofwatermarked image through channel, there
are many attacks which may be applied intentionally or unintentionally by user [14].

EI-Mohades et al. [15] explain image protection using hybrid DWT-DCT water-
marking for providing relationship between IDEA encryption key and watermark
used for encryption and image watermarking. Many researchers have also worked
in spatial domain image watermarking. Amini et al. [16] explain the combination
of spatial segmentation and wavelet packet frequency division technique used for
improving normalized correlation against JPEG and rotation attack. Subramanayam
et al. [17] describe the working of compressed and encrypted image watermarking
used for storing data in various databasemanagement systems. Biometric application
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was developed with the help of face recognition and watermarking technique using
discrete cosine transform [18].

Mahajan et al. [19] show the comparisonbetweenAES,RSA, andDESalgorithms,
based on the data size and time taken for encryption and decryption. Metkar et al.
[20] explain the image watermarking based on rational dither modulation method
and encryption using AES and RC4 technique for the improvement of image secu-
rity. Sirmour et al. [21] describe the working of hybrid DWT-SVD watermarking
and its comparison with individual DWT watermarking scheme. Lee et al. [22] deal
with visual secrete sharing of image with hidden secrete image. It also describes
cryptography technique implemented using feature extraction process. It also shows
the comparison between conventional visual secrete sharing, natural image-based
visual secrete sharing algorithm, and extended visual cryptography scheme [22].
Nambutdee et al. [23] deal with the medical application, which describes about
encrypted image technique that is used to store the patient records like X-ray
and medicine prescriptions in DBMS. To access these records from the system,
scrambling algorithm is used for accessing the image.

However, researcher also explains about DCT-DWT image watermarking for
authentication [23]. The barcode system is used to improve the robustness and imper-
ceptibility of the watermarked image [23]. Tayal et al. [7] explain various encryption
algorithms in survey. It also deals with visual representation of data, analysis of key
space, and its effect on data size with change in key along with correlation coef-
ficient for different encryption algorithms. Kumari et al. [6] deal with encryption
comparative study of AES and RC4 along with chaos function used for encryption.

Saikumar et al. [8] describe the working of LSB and DWT technique used for
embedding the watermark along with Huffman coding technique for 3-D image.
Many researchers explain different schemes and techniques regarding watermarking
of image and its security by applying individual algorithms of watermarking or
encryption and decryption. But, there is a need to provide both security and copyright
protections simultaneously to digital image against attack.

In this paper, a fusion of DWT and DCT is done for digital image watermarking
along with 256-bit key AES technique for providing the security to digital bank
cheque image against different varieties of attacks discussed in result and discussion
section.

3 Proposed Algorithm

The algorithm for security and copyright protection used in this work is classified
into two sub parts. Part A in Sect. 3.1 describes about digital watermark embedding
process and encryption technique, whereas Part B in Sect. 3.2 tells about decryption
process carried out on image and watermark extraction.
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3.1 Part A: Embedding and Encryption Process

(a) Read bank cheque image.
(b) Apply the 2-D DWT on bank cheque image using Eq. 1.

�a, bx , by(x, y) = 1

|a|�
(
x − bx

a
,
y − by

a

)
(1)

where

� is basis function of wavelet transform,
a is scaling factor,
b is shifting coefficient,
x and y are image pixels.

(c) Divide image into four sub-bands, i.e. approximate sub-band, horizontal sub-
band, vertical sub-band, and diagonal sub-band.

(d) Select approximate sub-band of bank cheque image and applyDCTusingEq. 2.
(e) It is divided into 8×8blockof selected sub-band, for embedding thewatermark

pixels in middle frequency coefficient region of DCT applied bank cheque
image.

C(u, v) = α(u)α(v)

N−1∑
X=0

f (x, y) cos

[
(2x + 1)uπ

2N

]
cos

[
(2y + 1)vπ

2N

]
(2)

For u, v = 0, 1, 2… N−1.
For x, y = 0, 1, 2…N−1.

where

α(u) = 1/
√
2u = 0.

or

α(u) = 1 u = 1, 2 . . . , N − 1.

α(v) = 1/
√
2 v = 0.

or

α(v) = 1 v = 1, 2 . . . , N − 1.

(f) Watermark is selected and its formation is created into stream of bit pixel.
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(g) These two pseudo-random numbers of bits pixel of zeros and ones of same
length are generated and use for embedding usingEqs. 3.1 and 3.2, respectively.
If the watermark bit is ‘1’, then,

Iw = Im + (
β ∗ Pn_1

)
(3.1)

Otherwise, if watermark bit is ‘0’, then,

Iw = Im + (
β ∗ Pn_0

)
(3.2)

where,

Im Middle frequency coefficient band of DCT.
Pn_1 Represents bit ‘1’.
Pn_0 Represents bit ‘0’.
B Gain factor used for embedding the watermark pixel.

(h) An inverse DCT is applied on approximate sub-band after embedding bits and
its modification in middle frequency coefficient using Eq. 4.

f (x, y) =
N−1∑
u=0

α(u)α(v)C(u, v) cos

[
(2x + 1)uπ

2N

]
cos

[
(2y + 1)vπ

2N

]
(4)

(i) An inverse DWT is applied to obtain combined DWT-DCT watermarked bank
cheque image.

(j) Further, AES encryption process is carried out on DWT-DCT watermarked
bank cheque image using 256-bit key.

(k) Finally, combined DWT-DCT watermarked and AES encrypted bank cheque
is obtained.

The flow diagram of encryption and decryption of bank cheque image of proposed
algorithm is as shown in Fig. 3.

After obtaining the DWT-DCT watermarked and AES encrypted bank cheque
image, it is transferred through network channel for clearing house of bank. After
receiving it, the AES decryption and watermark extraction process are carried out.
It is shown in Fig. 4.

3.2 Part B: Decryption and Extraction Process

(a) Read received combined DWT-DCT watermarked and AES encrypted bank
cheque image.
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Read bank cheque image

Apply 2-D DWT

Start

Watermark Bits Embedding Process

Apply DCT on Approximate Sub-band

Apply Inverse DCT

Apply Inverse DWT

DWT-DCT Watermarked Bank Cheque Image

Apply 256 Bits Key AES

Combined DWT-DCT Watermarked & AES Encrypted Bank Cheque Image

Watermark

Create Watermark’s Bits Stream

PN_Random Number Generator

Gain Factor (β=0.5) 

Stop

Fig. 3 Watermarking and encryption of bank cheque image
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Start

Combined DWT-DCT Watermarked & 
AES Encrypted Bank Cheque Image

Decrypted DWT-DCT Watermarked Cheque Image

Apply 256 Bits AES Decryption Process

Watermark

Create Watermark’s Bits Stream

Extracted Watermark

Stop

PN_Random Number Generator
Apply DWT

Apply DCT

Watermark Extraction Process

Gain Factor (β=0.5) 

Fig. 4 AES decryption and watermark extraction of bank cheque image

(b) AES decryption process is carried out using 256-bit key and decrypted DWT-
DCT watermarked bank cheque is obtained.

(c) Further, DWT is applied to obtain decrypted and watermarked cheque image.
(d) Select approximate sub-band of DWT-DCT watermarked bank cheque image.
(e) DCT is applied on processed image and middle frequency coefficient of DCT

block for embedded watermark bits pixel extraction.
(f) The same pseudo-random bit stream of zeros and ones of watermark is used,

which were used at the time of embedding process.
(g) This pseudo-random bit stream is used for calculating the correlation of middle

frequency coefficient bits.
(h) The watermark bit one is extracted if the correlation with PN_1 is greater than

PN_0; otherwise, bit zero is extracted.
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(i) Reconstruction of watermark is done by calculating similarity index between
original watermark and extracted watermark.

4 Parameter Used for Result Analysis

There are four parameters used for checking performance and doing analysis of this
research work. They are: (i) robustness, (ii) mean square error, (iii) imperceptibility,
and (iv) time.

4.1 Robustness

Robustness terminology is related to the normalized correlation coefficient of
extracted watermark and original watermark used for embedding. Mathematically,
it is expressed as shown in Eq. 5.

ρ
(
W,W ′) =

∑N
i=0 Wi ∗ W ′

i√∑N
i=1(Wi )2

√∑N
i=1(W

′
i )

2
(5)

where

W is original watermark,
W ′ is extracted watermark, and
ρ is correlation function.

4.2 Mean Square Error

Mean square error is terminology used to find the pixel position error between
processed image and original image. It calculates in decibels. It is used to find the
pixel value function of the difference watermarked bank cheque image and original
bank cheque image. Mathematically, it is represented as shown in Eq. 6.

MSE =
{

1

M × N

} N∑
x=1

M∑
y=1

[
I (x, y) − I ′(x, y)

]2
(6)

where

I(x, y) is original bank cheque image,
I ′(x, y) is watermarked bank cheque image,
x and y are pixel coordinates of bank cheque image.
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4.3 Imperceptibility

An imperceptibility term deals with the peak signal to the noise ratio of image, which
represents the quality of image. It is used to measure noise in image, when attacks
or noise are added in image. Mathematically, it is expressed as shown in Eq. 7.1 and
Eq. 7.2.

PSNR(dB) = 10 log10

{
MAX2

1

MSE

}
(7.1)

PSNR(dB) = 20 log10

{
MAX1

MSE

}
(7.2)

where

Max is maximum image x and y pixels of bank cheque image,
MSE is mean square error value of bank cheque image,
PSNR is peak signal-to-noise ratio in dB.

4.4 Time

Time is an important constraint in every research. There are different times calculated
for various process, viz. (i) complete process time, (ii) encryption process time, (iii)
digital watermark embedding process time, (iv) digital watermark extraction process
time, and (v) decryption process time. It is calculated in seconds. Table 1 shows the
time calculated for different process in this research.

From above Table 1, it is observed that the encryption time required for DWT-
DCTwatermarked bank cheque is 0.452 s, which is same against JPEG compression,
median filtering, and under normalmode attack. The encryption time 0.405 s is found
against Gaussian noise attack, which is equivalent to salt and pepper noise attack and
rotation attack. The comparative study of various times taken by different processes
is shown in Fig. 5. The graphical representation is plotted with reference to time
shown in Table 1.

5 Results and Discussion

In this research, the operations are performed on bank cheque and watermark logo
image having dimensions 512 × 512 with pixel resolution of 96 dpi and bit depth of
24 bits. However, cheque image size is 37.5 KB and watermark logo size is 12.3 KB
shown in Figs. 6 and 7, respectively.

The DWT transformed is applied on bank cheque. The approximate sub-band of
image is selected. Further, DCT is applied on the selected sub-band of cheque image.
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Table 1 Time taken by different processes against various attacks for gain factor (β = 0.5)

Types of
attacks

Embedding
time of
watermark in
seconds

Encryption
time of
watermarked
image in
seconds

Extraction
time of
watermark
logo in
seconds

Decryption
time required
for
watermarked
image in
seconds

Complete
elapsed time in
seconds for
whole process

Cropping 1.638 0.374 1.138 0.421 0.184

Gaussian
noise

1.497 0.405 1.232 0.530 0.189

JPEG
compression

2.324 0.452 1.138 0.436 0.196

Median
filtering

1.528 0.452 1.201 0.608 0.181

Rotation (45°) 1.513 0.405 1.138 0.421 0.189

Salt and
pepper noise

1.622 0.405 1.232 0.452 0.178

Under normal
mode

1.528 0.452 1.107 0.405 0.193

0
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Types of Attacks

Embedding time
required for
watermark in
seconds
Encryption time
required for
watermarked image
in seconds
Extraction time
required for
watermark logo in
seconds
Decryption time
required for
watermarked image
in seconds
Complete elapsed
time in seconds for
whole process

Fig. 5 Graph of time taken by various processes against different attacks



678 S. S. Gonge

Fig. 6 Original bank cheque
image

Fig. 7 Original watermark
logo

In these operations, the watermark bits are inserted, and DWT-DCT watermarked
bank cheque image is obtained as shown in Fig. 8. It is observed that the peak signal-
to-noise ratio is quite good after watermarking. However, the watermark logo is
slightly visible which affects the quality of cheque image to very small extend.

Finally, the 256-bit keyAES process is carried out in Fig. 8 to achieve combination
of DWT-DCT watermarked and AES encrypted bank cheque image as shown in
Fig. 9.

Different attacks are applied on the image shown in Fig. 9, which are considered in
this research. It is observed that the attacked image seems sameas that ofwatermarked
and encrypted image shown in Fig. 9 except the rotation attacked image. The rotation
attacked is applied in Fig. 9 with an angle of 45°. It is appears as shown in Fig. 10.

Fig. 8 DWT-DCT
watermarked bank cheque
image
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Fig. 9 DWT-DCT
watermarked and AES
encrypted bank cheque
image

Fig. 10 Rotation attacked
DWT-DCT watermarked and
AES encrypted bank cheque
image

Further, 256-bit key AES decryption process is carried on attacked DWT-DCT
watermarked and AES encrypted bank cheque image, to achieve decrypted DWT-
DCT watermarked image. Further, watermark extraction process is carried on it to
achieve extracted watermark logo as shown in Fig. 11.

The quality, i.e. robustness of watermark, after encryption and watermarking and
after decryption and extraction of watermark is calculated against different attacks
considered in this work. It is found that the robustness against cropping attack, JPEG
compression attack and under normal mode attack is best as compared to remaining
attacks after encryption and watermarking process. It is as shown in Table 2.

From Table 2, it is observed that the peak signal-to-noise ratio after DWT-DCT
watermarking process is 88.410 dB against all attacks except cropping attack. The
PSNRvalue is found 57.729 dB against cropping attack afterwatermarking of cheque
image. The PSNR value of bank cheque image after extraction is 65.175 dB against
JPEG compression attack and under normal mode attack.

It is also found that themean square error ofDWT-DCTwatermarked bank cheque
image is found 0.000093 dB against all attacks except cropping attack. The MSE
value against cropping attack is found 0.1096 dB after watermarking process. The
mean square error is 0.0197 dB against JPEG compression and under normal mode
attack. It is also found that the PSNR value is found 61.083 dB against rotation attack
after watermark extraction which higher than the rest of the attacks considered in this
work. The MSE value of bank cheque image after watermark extraction is very high
as compared to the mean square error value of watermarked bank cheque image.
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(a) (b)                           (c)                       (d)

(e)                                    (f)                               (g)

Fig. 11 Extractedwatermark against a cropping attack,bGaussian blur attack, c JPEGcompression
attack, dmedian filtering attack, e rotation attack, f salt and pepper noise attack, and g under normal
mode attack

The graphical representation of PSNR value, MSE value, and NCC value, i.e.
robustness of digital watermark logo, is shown in Figs. 12 and 13 respectively.

6 Conclusion

In this paper, the combination of DWT-DCT bank watermarking along with 256-bit
key AES encryption and decryption process is discussed. It is found that the rotation
attack with 45° has more impact as compared to the remaining attack. It also found
that this method provides good level for confidentiality, integrity, authentication
along with copyright protection for bank cheque image except rotation attack. The
work also tells that the quality of bank cheque is maintained well after DWT-DCT
cheque image watermarking technique. However, it is observed that robustness of
watermark is very good after combined DWT-DCT cheque image watermarking and
AES encryption technique as compared to that of quality of watermark obtained
from decrypted watermarked cheque image. This method provides security to bank
cheque image as well as reduces the physical maintenance of cheque documents. It
provides the faster clearance service of bank cheque to customer.
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Table 2 PSNR, MSE, and NCC values of bank cheque image and watermark logo against various
attacks for gain factor (β = 0.5)

Types of
attacks

PSNR value
of
watermarked
image in dB

PSNR
value of
image
after
extraction
in dB

MSE value
of
watermarked
image in dB

MSE value
of image
after
watermark
extraction
in dB

NCC value of watermark
image

After
encryption
and
watermarked
image

After
decryption
and
extraction
of
watermark
logo

Cropping 57.729 66.449 0.1096 0.0147 1 0.9624

Gaussian
noise

88.410 62.728 0.000093 0.0346 0.9644 0.9105

JPEG
compression

88.410 65.175 0.000093 0.0197 1 0.9479

Median
filtering

88.410 64.750 0.000093 0.0217 0.9995 0.9428

Rotation
(45°)

88.410 61.083 0.000093 0.0506 0.0079 0.8653

Salt and
pepper noise

88.410 64.585 0.000093 0.0226 0.9331 0.9419

Under
normal
mode

88.410 65.175 0.000093 0.0197 1 0.9479
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Fig. 12 A comparative representation of MSE value and NCC value watermark image and DWT-
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An HTTP DDoS Detection Model Using
Machine Learning Techniques
for the Cloud Environment

N. Muraleedharan and B. Janet

Abstract The cloud computing platformhas been evolved as an essential computing
paradigm for today’s world. As the cloud environment mainly focuses on the service
model, to ensure the availability of these services to the intended user is an essential
requirement. In this paper, an HTTP DDoS detection model for the cloud envi-
ronment is presented. The proposed system uses machine learning-based classi-
fiers on network flow data. Four tree-based classifiers, i.e., decision tree, random
forest, XGBoost, andAdaBoost are applied to the identified parameters. TheCIDDS-
001 dataset were used for training and evaluation. Results obtained show that the
proposed classifier can achieve 99.99% accuracy using the random forest classifier.
Comparing the obtained results with the recent works available in the literature shows
the proposed model outperforms it in the classification accuracy.

Keywords Denial of service attack · Cloud computing · Flow data · Machine
learning · HTTP DDoS

1 Introduction

Thecloud computingmodel is defined as amodel for enablingubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources
(e.g., networks, servers, storage, applications, and services) that can be rapidly provi-
sioned and released with minimal management effort or service provider interaction
[1]. It consists of five essential characteristics, three service models, and four deploy-
mentmodels. The first servicemodel is known as Software as a Service (SaaS), where
the cloud user can control the application configurations. The second service model,
Platform as a Service (PaaS), allows cloud users to control the hosting environments.
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In the third service model, namely Infrastructure as a Service (IaaS), the cloud user
controls everything except the data center infrastructure.

Due to the scalability, maintainability, and ease of management, many businesses,
industries, and governments use cloud infrastructure to provide their services to the
users. As the cloud environment mainly focuses on the service model, the availability
of these services to the intended user is an essential requirement in the cloud environ-
ment. In the cloud context, availability refers to the network, software, data resources,
hardware, and computing infrastructure.However, adversaries useDistributedDenial
of Service (DDoS) attacks to disrupt or delay the service to the users. As per the report
published by the cloud security alliance, DDoS is one of the top threats in the cloud
computing environment [2].

As the customer data resides on the hardware owned and managed by the third-
party, data privacy is one of the major concerns for cloud users [3]. Hence, data
privacy needs to be preserved while the collection, monitoring, and analysis of the
traffic to detect attacks such as DDoS.

In this paper, a DDoS detection approach using machine learning techniques for
the cloud environment is presented. To monitor and analyze the cloud traffic for
DDoS detection, we are using the packet header-based flow level data. Since it uses
flowdata for the analysis, access to themessage content or any other part of the packet
except header information is not required. Hence, the privacy of the data content has
been preserved during the data collection and analysis. The significant contributions
of our paper are as follows:

• A flow-based machine learning classifier for DDoS detection
• A privacy aware DDoS monitoring and detection model for cloud environment.

The following are the advantages of our approach

• As it uses flow level data derived from the packet header, the data privacy is
ensured during the data collection, analysis, and attack detection. The monitoring
and analysis of encrypted data can be done using flow data.

• Compared to the packet level information, the volume of the data will be less.

However, as the flow data is derived from the network gateway, the proposed
approach may not able to detect the DDoS within the virtual environment.

The paper is organized as follows. Section 2 provides the background and related
work on DDoS attacks in the cloud environment. Details about the proposed model
are explained in Sect. 3. The dataset used, experiment conducted, and results obtained
are presented in Sect. 4. Conclusion and future works are shown in Sect. 5.

2 Background and Related Work

Denial of Service (DoS) attack is an attack on the availabilitywhere themalicious user
tries to disrupt or block the services to a genuine user. To deny the services to a user,
the attacker may generate several fake requests to the targeted server. Upon receiving
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the bogus requests from the attacker, the server may allocate its resources to process
the request to give the replay. But as the resources are limited, the overutilization
of the resources like memory, CPU, etc., shall affect the server performance. A
complicated version of DoS is known as Distributed Denial of Service (DDoS). In
DDoS, the number of attackers generates and injects the traffic to the victimmachine.
Bot-nets of compromised hosts are used to generate a huge volume of DDoS attack
traffic [4].

2.1 DDoS Attack on Cloud

As the cloud environment uses the traditional network infrastructure for connectivity,
the DDoS attacks on the traditional network apply to the cloud environment as
well. Multi-tenancy is one of the important characteristics of the cloud computing
environment, where multiple cloud users share resources and infrastructure. Due to
themulti-tenancy, aDDoS attack on the cloud environment shall affect multiple users
and more harmful than the DDoS attack on the traditional computing environment.
The DDoS attacks in the cloud can be classified as shown in Fig. 1.

Infrastructure Level

Computing resources such as CPU, memory, network bandwidth, and interconnec-
tion device are considered as the infrastructure. Traditional volumetric attacks such
as SYN flood, UDP flood, and ICMP flood can be targeted to the cloud to deny its
operations. In the flooding attacks, the attacker generates a huge number of requests
to the server which exceeds the maximum number of connections supported by the
server. To generate a huge volume of traffic, amplification attacks generate a higher
size response for a small request size [5]. In a reflexive amplification attack, the
attacker sends the request by spoofing the request’s source IP address as victim IP.
Upon receiving this request, the higher-sized response (amplified) is sent to the victim
machine and shall be un-responsive [6].

Fig. 1 DDoS classification in cloud environment
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Application Level

Unlike the infrastructure level DDoS, the application layer DDoS attack targets the
application layer vulnerabilities. As HTTP is one of the significant application layer
protocols used in the cloud, attackers target different types of DDoS. In the HTTP
flood attack, the attacker sends a large number of HTTP requests to the server. GET
and POST methods in HTTP are used to generate the requests. During the HTTP
slow DDOS, upon sending the legitimate request, the attacker tries to prolong the
connections by reading the response slowly by advertising a very small TCP receive
window size to the server [7].

Domain Name System (DNS) is another application usually the attackers target
for DDoS [8]. A huge volume of traffic generated by amplification attack using DNS
queries is one of the critical attacks on the cloud.

Virtual Environment

Virtual machines (VMs) play an essential role in cloud computing as it uses resource
isolation, scalability, and multitenancy. Hence, the attackers target VMs to deny
or disrupt cloud services. Memory DoS attack and cloud internal DoS attacks are
two types of attacks targeted on VMs. In memory DoS attacks, a malicious VM
intentionally induces memory resource contention to degrade the performance of
co-located victim VMs [9]. The cloud-internal DoS attack is a cloud-specific DoS
attack in which the malicious VMs in the same physical host try to attack their
host [10]. Due to the on-demand resource allocation in the cloud configuration,
DDoS malicious traffic can significantly increase the operational cost to the service
provider. The overutilization of the resources due to the DDoS traffic may affect
the service provider’s economic sustainability and is known as Economics Denial of
Sustainability (EDoS).

2.2 Related Work

Security and privacy issues in cloud computing environment have been under study
by researchers. Zhifeng et al. [3] survey the security and privacy issues in cloud
computing basedon confidentiality, integrity, availability, accountability, andprivacy.
Various studies specific to the DoS/DDoS attack on the cloud computing infrastruc-
ture are available in the literature. A comprehensive survey on DDoS attack and
defense mechanisms in the cloud environment is presented in [11, 12]. Somani et al.
[13] observed that, in addition to the victim server or a network, almost all the
components and stakeholders of cloud architecture are affected by a DDoS attack.
The cloud-specific features like auto-scaling, migration, multi-tenancy have also
introduced different attack vectors including DoS/ DDoS.

Idhammad et al. presented an HTTP DDoS attacks detection system for cloud
environment using entropy and random forest learning algorithm [15]. They have
computed the information theoretic entropy of incoming network packet header using
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a time-based sliding window algorithm. The preprocessing and classification of the
traffic are carried out further to detect HTTP DDoS. DDoS detection based on fast
entropy method using flow-based analysis is presented in [16]. In their approach, the
fast entropy of flow count is calculated for each connection.

Zekri et al. [17] proposes a DDoS detection approach for cloud computing envi-
ronment using a decision tree technique. They experimented using a simulated envi-
ronment with virtual machines and virtual LAN and obtained more than 98% clas-
sification accuracy using the C4.5 algorithm. A deep learning-based DDoS attack
classification for cloud environment is presented in [14]. An optimized model using
swarm intelligence for DDoS vulnerability analysis and mitigation is presented in
[18]. Usage of various nature-inspired algorithms to address DDoS attacks in cloud
environment is reviewed in [19].

In this paper, we have used a flow-based HTTP DDoS classification model using
machine learning techniques for the cloud environment. The details of the model are
explained next.

3 DDoS Detection Model

The details of the proposed model for DDoS detection on the cloud environment
are described in this section. The model consists of different components such as
the dataset, preprocessor, classification models, and model evaluation. Details about
each of these components are described below.

3.1 Data Format

Nowadays, flow-level data are used for high-speed traffic monitoring, security anal-
ysis, and anomaly detection. The flow can be defined as a sequence of packets trav-
eling from a source to a destination from a specific time [20]. Unlike the packet
level monitoring, flow data aggregates the packets based on the flow keys defined in
Eq. (1). The incoming packets are grouped into a flow record based on ‘FlowKey’. In
addition to the ‘Flow key’ a flow record consists of information like connection dura-
tion, number of packets, bytes transferred, TCP flag values, etc. The format of a flow
record is defined in Eq. (2) where the ‘Duration’ represents the flow duration. The
number of packets and total bytes transferred in the flow is represented as ‘Packets’
and ‘Bytes’, respectively. The flag fields present in the TCP packets are represented
as ‘TCP flags’. Other than these fields, a flow record can have more granular level
information.

Flow Key = {SrcIP, DstIP, SrcPort, DstPort, Protocol} (1)



690 N. Muraleedharan and B. Janet

Flow Records = {Flow Key, Duration, Packets, Bytes, TCP flags, . . .} (2)

3.2 Dataset Used

Coburg intrusion detection dataset (CIDDS-001) is a labeled unidirectional flow-
based data used for the evaluation of anomaly based network intrusion detection
systems [21, 22]. This dataset was generated in a virtual environment that consists of
different clients and servers deployed in an open stack environment. The parameters
used and their description are tabulated in Table 1.

In the CIDDS-00 dataset, the normal user behavior was emulated using a Python
script. To derive this dataset, 92 attacks including DoS, and Brute Force were carried
out over four weeks that contains nearly 32million flows. TheDoS attackwas carried
out during the first and second weeks of the attack period. Hence, we have selected
the week1 and week2 dataset for our analysis. This dataset provides labeled flows in
CSV (comma separated values) format.

Table 1 Flow parameter and
their description of CIDDS
dataset [23]

Flow parameter Description

Src IP Source IP address

Dest IP Destination IP address

Src port Source port

Dest port Destination port

Proto Transport layer protocol

Time duration Duration of the connection

Date first seen Start time flow first seen

Duration Duration of the flow

Bytes Number of bytes transmitted in the flow

Packets Number packets transmitted in the flow

Flags OR concatenation of all TCP Flags

Class Class label

Attack type Type of attack

AttackID All flows which belong to the same attack
carry the same id

Attack description Information about the attack parameters
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Table 2 Summary of flow records selected for the model training and testing

Selected HTTP flows Benign DDoS Training Testing

1,000,00 66,607 33,393 60,000 40,000

3.3 Data Preprocessing

The selected dataset consists of 8,451,520 flows. As our focus is onWeb-basedDDoS
detection, we have filtered the HTTP and HTTPS flows from the TCP flows using the
port numbers (80, 443) available in the flow records. Depend on the transfer rate, the
flow parameter ‘Bytes’ were represented in ‘Bytes’, ‘Kilo Bytes’, and ‘MegaBytes’.
Hence, as the preprocessing step, we have converted the data values into a standard
unit (Bytes).

We have filtered out the environment-specific parameters such as ‘Src IP’ and
‘Dst IP’ fields from further analysis in the preprocessing stage. As we were selected
only HTTP traffic for our analysis, the ‘Proto’ field was also removed from the
training dataset. As we focus on classifying the attack type, the ‘AttackID’ and
‘Attack Description’ fields were also filtered from the dataset in the preprocessing
stage. Hence, after the preprocessing stage, the model has nine features in the dataset
given for classification.

We randomly selected one lakh flows for our classification model from the HTTP
flows, where 66,607 flows are related to benign traffic, and 33,393 flows are derived
from DDoS attack traffic. The selected flow records are divided into the training set
and test set where the training set is used to train the model and the testing set used
to test the classification performance. We have used the ‘train_test_split’ function
available in Python [24] to split the dataset. The summary of the dataset used for the
model training and testing is tabulated in Table 2.

3.4 Classification Models Used

The selected flow data consists of nine features including the label field. As it is
a labeled dataset, we have used supervised classification techniques. As the tree-
based classifiers are efficient and easy to implement, we have used only tree-based
classifiers in this experiment. We have used four classification algorithms named
as decision tree, random forest, XGBoost, and AdaBoost to compare the perfor-
mance. Though these classifiers use tree-based structure for classification, they use
different classification approaches such as ensemble, bagging, and boosting for their
implementation. The details about the classification model used are explained below.

Decision Tree

A decision tree (DT) is a common supervised machine learning algorithm used for
classification. A decision tree can have zero or more internal nodes and one or more
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leaf nodes. The internal node tests the value of an expression and the leaf node
represents the classification category. The classification of a sample proceeds from
the root node to a suitable leaf node through the internal nodes. We have used the
‘sklearn’ [24] library in Python for the implementation of the decision tree classifier.
In this model, we have used the ‘Gini’ impurity as the splitting criteria.

The decision tree may generate biased output for an unbalanced dataset. To
improve a single decision tree’s performance, ensemble methods that combine
multiple decision trees were introduced. Bootstrap aggregation (Bagging) and
boosting are the two common techniques to perform ensemble decision trees. To
compare the classification performance, we have used the random forest, XGBoost,
and AdaBoost classifiers.

Random Forest

Random forest classifier is bagging-based implementation of an ensemble decision
tree where the features are randomly selected in each decision split. It constructs
many decision trees and each decision tree node uses a subset of attributes randomly
selected from the whole original set of attributes. These trees will be used to classify
a new instance by the majority vote. To implement the random forest classifier, we
have used ‘sklearn’ [24] library available in Python. The number of estimators is
configured as 100 for this classification.

XGBoost

eXtreme Gradient Boosting (XGBoost) is a decision tree-based ensemble machine
learning algorithm that combines multiple learners’ predictive power and aggregates
the output. XGBoost is derived from the Gradient Boosting where the weak learning
models are combined to a stronger model in a sequential iterative manner. In our
model, the XGBoost classifier is implemented using the ‘XGBClassifier’ available
in the ‘sklearn’ [24] library.

AdaBoost

AdaBoost is also a boosting-based ensemble method that uses weak learners itera-
tively to form a strong leaner. This algorithm uses a method to correct its predecessor
is by paying more attention to the under fitted training instances. In our model, the
AdaBoost classifier is implemented using the ‘AdaBoostClassifier’ available in the
‘sklearn’ library. In this model, we have used the number of estimators as 50 and the
learning rate is fixed as one.

4 Results and Discussion

Details of the metrics used for evaluation, classification results obtained from the
model, comparison of the results obtained with a state-of-the-art approach are
explained below.
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4.1 Metrics Used for Evaluation

To evaluate the classification, the performance metrics such as accuracy, precision,
recall, and F1 score are calculated from the model. To derive these parameters, we
measured the True Positive (TP), False Positive (FP), True Negative (TN), and False
Negative (FN) for each classifier.

• True Positive (TP): Model correctly classified attack data as an attack.
• False Positive (FP): Model classified normal data as an attack.
• True Negative (TN): Model correctly classified normal data as normal.
• False Negative (FN): Model classified attack data as normal.

Accuracy

To measure performance of the classification algorithm, we calculated the accuracy
using Eq. (3).

Accuracy = (TP + TN)/(TP + FP + TN + FN) (3)

where ‘TP’ is True Positive, ‘TN’ is True Negative, ‘FP’ is False Positive, and ‘FN’
is False Negative. The accuracy value can be within the range of 0 to 1, where ‘0’
indicates minimum accuracy and ‘1’ shows the maximum accuracy.

Precision

The predictive power of themodel is important for a classification algorithm.Amodel
with high predictive value can be considered as better. To quantify the predictive
power of the model, we measured precision as per Eq. (4).

Percision = TP/(TP + FP) (4)

Recall

Recall measures the number of actual positives the model has detected and labeled
as Positive. A low recall indicates many False Negatives. The recall can be computed
as per Eq. (5).

Recall = TP/(TP + FN) (5)

F1 score

F-score is commonly used for comparing the classification performance of an unbal-
anced dataset. The equation for calculating the F1 score is shown in Eq. (6). As per
the equation, if either precision or recall is low, then the resulting F-measure will be
low.
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F1 score = (2 ∗ (percision ∗ Recall)/(percision + Recall) (6)

4.2 Results Obtained

The summary of classifiers used, obtained precision, recall, F1 score, and accuracy
are tabulated in Table 3.

From the results obtained, we can observe that the proposed model has achieved
satisfactory results with 99.99% accuracy. The precision, recall, and F1 score of all
the selected classifiers have obtained the maximum. By comparing the classification
accuracy obtained from the model, we can observe that the random forest classi-
fier achieved the highest accuracy (99.99%) and AdaBoost classifier has the lowest
accuracy (99.97%).

The confusionmatrix obtained fromdifferent classifiers output is shown in Figs. 2,
3, 4, and 5. The ‘x’-axis of the confusion matrix shows the ‘True Label’ and the
‘y’-axis shows the predicted labels.

The confusionmatrix of the decision tree depicted in Fig. 2 shows that the classifier
misclassified eight records and the misclassification rate is 0.002. From Fig. 3, we
can derive that the misclassification rate of the random forest classifier is 0.001.

Table 3 Summary of the classification results

Classifiers used Precision Recall F1 score Accuracy

Decision tree 1.00 1.00 1.00 0.9998

Random forest 1.00 1.00 1.00 0.9999

XGBoost 1.00 1.00 1.00 0.9998

AdaBoost 1.00 1.00 1.00 0.9997

Fig. 2 Confusion matrix of
DT classifier
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Fig. 3 Confusion matrix of
random forest

Fig. 4 Confusion matrix of
AdaBoost

Fig. 5 Confusion matrix of
XGboost
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Table 4 Comparison of accuracy of the proposed model with the model presented in [15]

Work Algorithm used Dataset used Accuracy

Idhammad et al. [13] Information theoretic entropy, random forest CIDDS-001 99.54

Our model Random forest CIDDS-001 99.99

Similarly, from Figs. 4 and 5, we can derive the number of misclassification rate of
AdaBoost and XGBoost classifiers are 0.003 and 0.002, respectively.

4.3 Comparison of the Result with State-Of-the-Art Approach

We have compared the performance of our classifier with one of the state-of-the-art
approach described in [15]. The summary of the performance comparison is tabulated
inTable 4. In their approach, they have usedCIDDS-001 dataset formodel evaluation.
By comparing the classification accuracy of the proposed model with the state-of-
the-art approach reveals that the model has obtained better accuracy compared to the
state-of-the-art approach.

5 Conclusion and Future Work

In this paper, a DDoS detection model using machine learning techniques for the
cloud environment is presented. Flow-level parameters derived from the network
traffic are used in this model. Four tree-based classifiers, i.e., decision tree, random
forest, XGBoost, and AdaBoost are applied to the identified parameters for detecting
HTTP DDoS attacks. The model is trained and evaluated using ‘CIDDS-001’ flow
dataset. To quantify the model’s effectiveness, the accuracy, precision, recall, and
F1 score metrics are used. Results obtained show the proposed classifier can achieve
higher accuracy of 99.99% using the random forest classifier. Other classifiers are
also performedwell and obtained accuracy above 99%.A comparison of the obtained
results with the recent works available in the literature shows the proposed model
outperforms it in the classification accuracy. As a future activity, we plan to extend
this work to detect and prevent DDoS and slowDoS attacks in the cloud environment.
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IoT Device Authentication and Access
Control Through Hyperledger Fabric

Bibin Kurian and Narayanan Subramanian

Abstract Internet of Things (IoT) is one of the sizzling technology that con-
nects everything to everyone, everywhere. Security and privacy with confidentiality,
integrity, and availability to data are among the most pressing challenge faced by IoT
as well as the Internet. Networks are getting more expanded and are becoming more
open, and security practices has to be uplifted to ensure protection of this rapidly
growing Internet, its users, and data. In this paper, we propose a new authentication
and access control mechanism for the IoT devices through a blazing blockchain tech-
nology, Hyperledger Fabric, an open-source distributed ledger platform for develop-
ing enterprise-grade permissioned blockchains. Blockchain is typically a hash-chain
of blocks consisting of a number of (ordered) transactions. Fabric provides a secure
and scalable permissioned platform with plug-in components that support data pri-
vacy and smartcontracts, rather than a permission-less system where anybody can
access and transact data. The authentication and access control of the IoT devices is
achieved by making use of newly introduced features in managing channel, chain-
codes, policies, Certificate Authority (CA), and others in Hyperledger Fabric version
2.0. Our architecture has the potential to act upon different layers of the IoT in authen-
tication and access control safeguarding the confidentiality, integrity, and availability
of data.
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1 Introduction

A blockchain is a peer-to-peer distributed network with an immutable ledger for
recording transactions. Every mutually untrusting peer keeps a copy of the ledger.
Peers execute a consensus protocol to validate transactions, it is then grouped into
blocks, and ahash chain is build over the blocks.Blockchain originatedwithBitcoin, a
distributed or permissionless blockchain created in 2008 by an anonymous individual
or group of people using the name Satoshi Nakamoto and began in 2009 when
its source code was published as open-source software and is widely regarded as
a groundbreaking technology for operating trustworthy transactions in the digital
world.

In a public or permissionless blockchain, as the name suggests, anyone can par-
ticipate without a revealing their identity. Anyone who takes part can participate as
users, miners, developers, or community members. All the transactions that happen
on public blockchains are fully transparent, meaning that anyone can examine the
details of any of the transaction happened. They often rely on consensus based on
“proof of work” (PoW), “proof of stake” (PoS) and usually involve some form of
native cryptocurrency like Bitcoin (BTC), Ethereum (ETH) and provide economic
incentives and rewards to participants in the network. On the other hand, on a pri-
vate or permissioned blockchain, participants need consent to join the networks, and
their identities are known. The transactions are kept private and are only available to
the participants who have the permission to take part in the network. They come to
agreement with practical Byzantine-fault-tolerant (PBFT) consensus or its variants.

We use Hyperledger Fabric or simply fabric in this paper, a blockchain platform
for achieving durability, efficiency, scalability, and confidentiality. Crafted as a per-
missioned blockchain with modular and extensible general purpose, fabric facilitates
the execution of distributed applications written in standard programming languages
such Go, Java, JavaScript, and Python. We take advantage of the the newly shipped
features in version 2.0 of fabric and its flexibility to to operate fabric components
even on the resource constrained IoT devices. The IoT devices communicate with
the fabric components hosted on the edge/fog gateway node for authentication and
access to the functionalities are managed by allocating to definite channels for their
operation.

The Internet of Things (IoT) is a network of interrelated physical object called
“things” that posses certain computing power by means of embedding sensors, soft-
ware, and other technologies to add a level of digital intelligence to these devices
enhancing them to produce, communicate, or perform on real-time data and to con-
nect and exchange data with other devices and system without involving any human
interaction over the Internet. Today, withmore than 10 billion IoT devices connected,
experts expect this number to rise to 25 billion by 2025. These devices include wear-
ables like smartwatch to household smart objects to the ones used as industrial tools.
The adoption of RFID tags and IPv6 along with the increasing availability of Inter-
net and other wireless communication technologies made it possible to solve some
of the issues prevailing in network connectivity. IoT technology is finding applica-
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tion in varying domain from consumer use including wearable technology, home
automation, connected cars, connected healthcare to more sophisticated industrial
automation, smart cities, IoT in agriculture and farming, smart retails, energy man-
agement, and so on.

Security is one of the most critical issues concerning IoT. In certain cases, sensors
gather highly sensitive data which is crucial to customer trust, but the security track
record of the IoT has not even grown to a satisfactory level so far. Software bugs
are frequently found, but many IoT devices lack the ability to be patched on the go,
which means they are constantly at risk. As the cost of manufacturing smart objects
becomes marginal, they become more wider and intractable to security flaws.

The rest of the paper is structured as follows: In Sect. 2, we are surveying work
related to this; Sect. 3 gives the motivation. Sect. 4 describes the features provided
by Hyperledger Fabric v2.0. We are discussing our proposed architecture & analysis
of our authentication and access control scheme in Sect. 5, and finally, we conclude
with our focus onto future in Sect. 6.

2 Related Works

The concept of blockchain integration with IoT is being called as Blockchain for
IoT(BIoT) in [1]. In this Tiago M., Paula Fraga-Lamas discuss the practical limi-
tations and identify areas for future research in BIoT scenarios. They also discuss
the different types of blockchain, concepts in blockchain, and application domains
where BIoT can be applied. Reference [2] defines a lightweight blockchain-based
framework named FogBus that offers platform-independent interfaces for execution
and interaction of IoT applications and computing instances. This paper discusses
achieving data integrity through blockchain built in Java programming language and
its side-by-side support in user authentication and data encryption. A credibility
achieving mechanism by defining a blockchain system with manage servers (MS)
that generates and distributes asymmetric keys to the devices and also manages other
MS’s in lower layers in identity verification is described in [3].

A thorough analysis of existing authentication mechanisms between the gateway
and edge nodes and the development as well as deployment of an efficient key
generation and exchange mechanism that results in the authentication with minimal
computation on resource-constrained IoT devices is described in [4]. The authors,
Shiju and Krishnasree, make the future work vision with the use of Hyperledger
technique for authentication in inter and intra nodes cluster. One of the use-case in
Ref. [5] describes introducing blockchain to edge nodeswith computing powerwhich
helps in securing software transactions, downloading of device parameters related
to functionality and device management, delivering software update to the nodes
periodically which can be achieved through the peer-to-peer blockchain network
without involving cloud computing resources, thus introduces the software-defined
edge nodes (SDEN).
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An insight into the Hyperledger Fabric design, implementaion aspects, and per-
formance analysis is discussed in [6]. A re-architect to fabric using a plug-n-play
technique by implementing a series of independent optimizations focusing on I/O,
caching, parallelism, and efficient data access to scale transaction throughput to
20,000 transactions per second is described in [7]. Reference [8] conducts a perfor-
mancemodelingof practicalByzantine-fault-tolerance (PBFT) consensus process for
Hyperledger Fabric permissioned blockchain network. A discussion on the privacy
protection mechanisms of Hyperledger Fabric with supply chain finance business
scenario is discribed in [9].

The security threats and possible attacks that can be initiated by the adversaries
are discussed in Ref. [10, 11] in security assessment at each layer of IoT architec-
ture. Along with the security threats, a general potential blockchain solution for IoT
using the intrinsic features of blockchain is discussed in [12]. The solution of using
public blockchain platform ’Ethereum’ for IoT access control and authentication
management [13, 14] narrows the flexiblity and increases performance overhead for
a private use-case modeling due to the its supported consensus and monetary aspects
of Ethereum.

The privacy issues underpinning the use of biometrics for authentication in IoT
applications is addressed by a cloud-based lightweight cancelable biometric authen-
tication system in Ref. [15]. A comparison and analysis into the IoT authentication
schemes are described in [16, 17]. A blockchain-based authentication and security
mechanism discussed in [18] allocates a unique ID for each individual device and
records them into the blockchain ledger. While discussing the challenges in adoption
of blockchain, Ref. [19] speaks up the benefit of smartcontracts in limiting access to
chosen methods only to specific node and functioning of fog node as miners as well
in facilitating direct interaction between IoT devices and the blockchain.

The contemporary researches are meant as an enhancement or as to overcome
authentication between nodes, gateways, or the cloud. The intention of our proposed
architecture is to provide an insight in developing a full-fledged authentication, access
control, and management mechanism that can act upon different layers of IoT from
edge node, edge, or fog computing to cloud infrastructure by integration with a
decentralized private and permissioned blockchain platform, Hyperledger Fabric.

3 Motivation

Several security problems exist among the different layers of IoT, in particular the
"traditional" protocols in the application layer do not posses sufficient performance
and security within IoT and do not have their own international standards. Regard-
ing the application layer security requirements, authentication of device is neces-
sary while protecting user privacy (in terms of data, respectively). Additionally, an
information security management system should be in place that includes resource
management and physical security specifics.
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Table 1 Security
specification and IoT layers

Layer Security requirement

Perception Key agreement

Data confidentiality

Authentication

Lightweight encryption

Network Key management

Authentication

Communication security

Intrusion detection

Routing security

Application Information security
management

Authentication

Privacy protection

Table1 offers a description of the three-layer protection specifications in the IoT
architecture [20]. Authentication is simply a central protection feature that can be
extended to various levels. Authentication is required between end devices and gate-
ways (gateways in our proposal hosts components of fabric network). When trans-
ferring data to the cloud, the gateway should authenticate itself, and for collecting
data for analysis, the application should be authenticated to the cloud. Our proposal
has the potential to manage authentication and access control in different scenarios
of communication.

The authentication schemes available to IoT varies in accordance to the imple-
mentation surface. A taxonomy of this is given below:

• Identity-based authentication scheme uses one (or combinations) of the crypto-
graphic hash, a symmetric algorithm, or asymmetric algorithms.

• Physical and behavioral authentication
• A server created identity token (piece of data) is used in a token-based authenti-
cation scheme like in OAuth2 or OpenID protocol while passwords are involved
in a non-token authentication whenever data exchange (TLS / DTLS) is needed.

• Single, two-, or three-factor authentication
• Distributed architecture in which the communicating parties use a distributed
straight authentication method or use a centralized server to distribute and manage
the authentication credentials in a centralized architecture by means of a trusted
third party.

• Hardware-based authentication relies on the physical characteristics of some of
the dedicated physical devices such as True Random Number Generator (TRNG),
Physical Unclonable Function (PUF), Trusted PlatformModule (TPM), or a hard-
ware chip to store and process keys used in authentication. Hyperledger Fabric
private chaincode (FPC) enables the execution of chaincodes using Intel SGX. It



704 B. Kurian and N. Subramanian

is an open-source project developed by IBM and Intel to allow for a new form
of smart contract that leverages Intel® Software Guard Extensions (Intel® SGX)
Trusted Execution Environment (TEE) in achieving confidentiality and integrity
in the Hyperledger Fabric blockchains.

The use of PBFT to reach consensus enhances the performance and the optional
application of Fabtoken—the cypto-token in fabric can be used in case of payment
aspects. The conventional issues of trust in a centralized authority, user and data pri-
vacy issues, single point of failure, human interaction errors, and network congestion
issues can all be resolved by this approach.

4 Hyperledger Fabric v2.0 Features

Hyperledger Fabric was the first greenhouse project from Hyperledger to deliver a
v1.0 release in July 2017. The collaborative effort from a growing community of
users of fabric has led to several new features and enhancements thereby declaring
a long-term support (LTS) with Hyperledger Fabric v1.4 in January 2019 and to the
availability of a next stable release Hyperledger Fabric v2.0 in January 2020 with
more important features introducing new options for operating nodes, enhanced gov-
ernance of smartcontracts, support for new application patterns and privacy patterns
and more. According to Forbes Blockchain 50 of 2019, 30 companies were using
Hyperledger Fabric more than any other framework. This next generation of Hyper-
ledger Fabric can help enterprises build their DLT solutions more efficiently and
securely.

Fabric has an architecture that is permissioned, highly modular, and offers a
unique approach to pluggable consensus that provides for superior performance and
low latency of finality/confirmation (Fig. 1). To meet a broad range of use cases,
it provides a number of approaches to privacy to meet the needs of the application.
Developers canwrite smart contracts inwidely adopted programming languages such
as Go, Java, and JavaScript—it even supports Ethereum’s solidity smart contracts
language. Key enhancements and new features of Hyperledger Fabric v2.0 which
are utilized in our proposed mechanism include:

4.1 Decentralized Chaincode (Smart Contract) Lifecycle
Management

Decentralized control over the smart contracts is accomplished through a newmethod
of chaincode installation on peers and initiating them on a channel. The new lifecycle
of fabric chaincodes enables the various organizations to decide on the chaincode
parameters like the chaincode endorsement policy, before it is allowed to engage
with the ledger.
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Fig. 1 Hyperledger Fabric components

The latest model provides a variety of lifecycle enhancements over the previous
one. The v1.0 release allowed only one organization to set chaincode parameters
while other could only decide on whether to install it or not. The new lifecycle model
supports both centralized and decentralized trust models. This flexibility requires an
agree of adequate number of organizations on an endorsement policy as well as
all other detailing before deploying the chaincode on a channel. An upgrade for a
chaincode require approval from a sufficient number of organizations.

4.2 New chaincode application patterns

To validate additional information before endorsing, a transaction proposal Auto-
mated Checks can be added by organizations to the chaincode functions to achieve
collaboration and consensus and with Decentralized Agreement decisions made by
the user can be modeled into a chaincode process that could span across multiple
transactions.
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4.3 Private Data to Ensure Data Privacy

Private data, also known as private data collection, allows participants of a channel
to share private and confidential data without creating a new channel. Private data
collection has two parts, Actual private data that are IDs that are not endorsed and
recorded in the ledger and hash of this data that is endorsed and recorded in the
ledger. Only participants can view both the private data and the hash in the ledger.
Non-participants can view only the hash.

4.4 Chaincodes Can Be Launched Externally

This new feature allows companies to develop and deploy smart contracts with their
existing technology or of their choice. The need of using Docker daemon for deploy-
ing smartcontracts has been eliminated, and now an organization may choose an
external service like Kubernetes pod to deploy the chaincode to which peers can
connect to and utilize for smartcontract execution.

4.5 Improved Performance

The performance bottleneck of read delays during endorsement and validation phases
due to expensive lookups to an external CouchDB state database which has been
clearly reduced in the new release with the introduction of a configurable cache on
the peer.

4.6 Modified Docker Images

Hyperledger Fabric v2.0 ships with newly designed Docker images to work with
Alpine Linux, a lightweight Linux distribution which takes less disk space on host
system, and its minimalist nature reduces the risk of security vulnerabilities. With
Alpine Linux operating system, the Docker images takes very less memory and
provides quick download and startup times and can even run on resource constrained
IoT devices, making it possible for fabric components to operate.
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5 The Proposed Architecture and Analysis

Our architecture (Fig. 2) is a proposal for developing a flexible and reliable authenti-
cation and access controlmechanism for the IoT devices and services that can operate
in multiple segments or among different layers using Hyperledger Fabric v.20, mak-
ing use of the newly introduced features (discussed in Sect. 4) in managing channel,
chaincodes, policies, CA’s, and so forth. The proposed architecture is supported by a
proof-of-concept based on theoretical assumptions on the practical implementation.

The IoT devices that enroll to take part in a network are shared credentials from
the MSP and MSP can be configured to communicate with the device to deliver
updated credentials to the gateway configuration. The user does not have to bother in
maintaining factors relating to authentication of the device. With successful authen-
tication, the device is given permission to access the channels allocated to it. Access
window is limited with the channel’s accessibility to chaincodes hosted on the peer.
The access rights are defined through the policies that govern the different compo-
nents of the network. Hyperledger Fabric maintains a world state that allows the
devices to avoid ledger update for all interactions. Querying on the network can be
done by invoking smartcontracts and does not require any ordering and updation of
the ledger. Information distribution is carried across the network device through a
gossip protocol.

The different entities involved with their role in achieving authentication and
access control in our proposed system are briefed below:

• Peers : A peer on the IoT fabric network represents an actor managing the devices.
Peers as a fundamental factor forms the network, host chaincodes, maintains the
ledger, andmanages the transaction proposals and responses.With regular transac-
tion updates, the peer keeps the ledger up-to-date. The gateway parameters stored
in the IoT devices interact with the peers for establishing access to the network. At
this point, the peers communicates with the membership service provider (MSP)
for credential verification of the device. On successful authentication response,
the peer allows the device to access its authorized channels. At this point of suc-
cessful device authentication, the device can interact with the network to invoke
the various smartcontracts for achieving operational functioning in the network.

• Orderers : Orderers keep the list of organizations (known as “consortium”) which
can create channels. This organization considering a smart-home example includes
each house administrator actor who has enrolled for the network from the service
provider. This list is stored in the configuration called “orderer system channel”.
This enhances in defining a basic form of access control by limiting read-write
access to data and who has permission to configure it, and authority to make
modification to elements of channel configuration is susceptible to the policies set
by the respective administrators at the time of consortium or channel creation.

• Policies : Policies in IoT fabric network acts as the infrastructure management
mechanism. Policies reflect how participants decide to approve or deny network
changes, a channel, or a smart contract. The consortium members consent on
policies when a network is initially configured but may also alter them as the
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Fig. 2 Proposed architecture
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network evolves. They describe, for example, the criteria for adding or removing
members from a channel, blocks forming aspects or specify the count of organi-
zations needed for a smart contract endorsement. When written, policies examine
the collection of signatures attached with the transactions and proposals, and ver-
ify whether the signatures follow the network’s acceptance criteria. Each of these
activities are defined by a policy that determines who will carry out the action. In
simple terms, the policy controls everything you want to do on a fabric network.
Strictly speaking, policies in fabric play the major role in the authentication and
access control mechanism.

• Chaincode : It is common to interchangeably use the words smart contract and
chaincode among Hyperledger Fabric users. A smart contract usually defines the
logic of transactions that regulates the lifecycle of a business entity embedded in
the world state. The IoT devices that got authenticated accesses the functionalities
provided to them by making use of these smartcontracts. Smartcontracts can be
customized for each organizational need. Multiple related smartcontracts are bun-
dled to form a chaincode that is then distributed to the peers in the network. Smart
contracts can be seen as regulating transactions, while chaincode regulates how
to package smart contracts for deployment. With the newly introduced features
of Fabric v2.0, multiple chaincodes packed as a single package can be deployed
on the same channel or on different channels with different names multiple times.
Organizations can roll out individual minor fixes to chaincodes for their own use
cases, and the changes to endorsement policy or configuration of private data
collection can be performed without repackaging or reinstalling the chaincode.

• MSP : Membership service provider (MSP) is the component that handles the
credentials (keys) in the network. Certificate authorities create the identity-
representing certificates, while the MSP includes a list of the approved identi-
ties. It offers an abstraction to the membership operations, in particular all the
cryptographic mechanisms and protocols behind issuance of certificates, certifi-
cate validation, and authentication of the users. The root of trust is achieved by
maintaining a list of self-signed (X.509) CA (Certificate Authority) certificates
that defines the Root CA, Intermediate CA’s, TLS root CA for TLS certificate,
and TLS intermediate CA’s. One or more MSP’s can be assigned in managing the
network considering the business logic.

The transactional mechanics gives the details that occur during a standard
exchange of assets. The transaction flow involved in achieving this is demonstrated
as the following three phases:
Phase 1: A transaction proposal is being initiated by client application to a sub-cluster
of peers who then invokes corresponding smartcontract that generates a proposed
ledger update and thereby the results are endorsed. No ledger update happens at
this point, instead a proposal response is returned to the client application by the
endorsing peer.
Phase 2: Orderer do the vital process of collecting proposed transaction updates, do
the validation checks, order the transactions, packaged into blocks, consented on,
and is made available for distribution to among peers.
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Fig. 3 Chaincode invocation flow

Phase 3: In this final phase, the peers receives the blocks distributed from the orderer,
and subsequent validation is performed on these blocks and committed to the ledger.
Blocks are ordered strictly which commissions each peer to verify that updates of
transactions are implemented uniformly across the blockchain network.

A smartcontact invocation flow for performing different functionalities of an air
conditioner (AC) is shown Fig. 3.When the user performs an intended action through
the user interface, specific smartcontract function will be invoked for the action to be
carried out through theAPI to the fabric network. The function alongwith the parame-
ters are sent to the endorsing peers where the smartcontracts get executed depending
on the validation system chaincode (VSCC). The different policies described for
functioning like Endorsement policies, Channel Configuration policies, Signature
and ImplicitMeta policies, and other policies provided by fabric along with the MSP
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managing the certificates play the vital role in giving access to the authorized entities
on the network and restricting them to perform malicious actions on the network.

The use of Hyperledger Fabric in managing the IoT device authentication and
access control has the advantage of functioning of fabric components from the
edge/fog nodes making the network isolated gives a decentralized control. The
policies can be crafted for multiple actors to agree on an action to be performed.
The membership service provider (MSP) manages the factors for authentication and
authorization for access control to the network. Only the authorized members for a
channels are allowed to interact with specific channel functionalities of the network.

The security requirements of IoT system such as distributed computing and stor-
age, security, integrity, authentication and privacy of data, security and authentication
of device, synchronization of software upgrades, key management, access issuance
and revocation, identity management, enrolment, authentication, authorization, and
privacy of user can be easily established and maintained through the use of Hyper-
ledger Fabric and the various features offered from v2.0 onward. Fabric also provides
restricted network and controlled access to user data.

Fabric can meet the performance requirements of fast retrieval of data from state
database of couchDB which model assests as JSON makes querying easier which
does not need a ledger query or update on the ledger. The distributed isolated clus-
tering of fabric components for each users of the application to a local edge node
level enables high throughput with reduces the communication overhead and faster
agreeing on transactions. This model also provides scalability supporting network
expansion and interaction with the cloud infrastructure.

6 Conclusion and Future Work

It is imperative to design and build a stable as well as safe blockchain-based IoT
platform that meets the future demands of an autonomous digital world. At present,
blockchain can provide IoT a platform for distributing trusted information that defies
non-cooperative organizational structures. It is observed from the theoretical analysis
and initial implementation, the use of Hyperledger Fabric can support in mitigating
security issues among different layers including key agreement, confidentiality of
data, authentication and encryption factors in perception layer, key management,
authentication, and communication security in the network layer as well as informa-
tion security management, authentication, and privacy protection in the application
layer. The properties and advantages of fabric being discussed possess ability to
thwart Man-in-the-Middle Attacks, Password change/Guessing attacks, Denial of
Service (DOS) attacks, Sybil attacks, Sinkhole and Wormhole attacks, and Spoof-
ing attacks and ensures secure communication. The newly introduced features of
Hyperledger Fabric in v2.0 and the advancement in development of fabric and other
blockchain technologies can pave a revolution in enhancing privacy, security, and
availability to IoT architecture.
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The upcoming IoT system need to be compatible with existing IoT technologies,
and ourmechanism has the potential in an economically feasible transformation from
a conventional centralized model into a self-maintained decentralized structure. In
addition, efficiency considerations shouldbegivendue consideration, alongside secu-
rity concerns. Our future work will be solely on developing a performance enhanced
implementation of this model as the central focus.
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